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A B S T R A C T

Selective search is a modern distributed search architecture designed to reduce the computational
cost of large-scale search. Selective search creates topical shards that are deliberately content-
skewed, placing highly similar documents together in the same shard. During query time, rather
than searching the entire corpus, a resource selection algorithm selects a subset of the topic
shards likely to contain documents relevant to the query and search is only performed on these
shards. This substantially reduces total computational costs of search while maintaining accuracy
comparable to exhaustive distributed search.

Prior work has shown selective search to be effective in smaller scale, single query-at-a-time
environments. However, modern practical, large-scale search and text analysis systems are often
multi-stage pipeline systems where an initial, first-stage fast candidate retrieval forwards results
onto downstream complex analysis components. These systems often contain other optimization
components and are run in a parallel setting over multiple machines. This dissertation aims to
bring selective search to wider adoption by addressing the questions related to efficiency and
effectiveness in a practical implementation such as: do different instantiations of selective search
have stable performance; does selective search combine well with other optimization components;
can selective search deliver the high recall necessary to serve as a first-stage retrieval system? In
addition, this dissertation provides tools to empower system administrators so that they can easily
design and test selective search systems without full implementations.

First, this dissertation research investigates the effects of non-deterministic steps that exist in
selective search on its accuracy and found the variance across system instances is acceptable. Then,
selective search was combined with WAND, a common dynamic pruning algorithm and it was
shown that selective search and WAND has better-than-additive gains due to the long posting lists
of the topically focused shards. This dissertation also presents new resource selection algorithms
to achieve high recall, which has been an elusive goal in prior work. A learning-to-rank based
approach to resource selection can be trained without human-judged relevance data to be highly
accurate and statistically equivalent to exhaustive search at deeper metrics such as MAP@1000.
This result enables selective search to be used as a first-stage retrieval component in realistic
multi-stage text analysis systems.

When placed in a parallel query processing environment, it was found that with judicious
load-balancing to manage unequal popularity of shards, the efficiency claims of prior work re-
main relevant in a fully parallel processing setting, and are applicable to larger computational
environments as well. A detailed simulator was built to investigate this research question and
serve as a powerful tool for administrators to test out different selective search configurations.

Finally, new evaluation metric, AUReC, is presented which can be used to easily evaluate a
mapping of documents to shards without implementing a full selective search system. This allows
system designers to quickly sift through many potential different document allocations to easily
identify the best system configuration.

Ultimately, the dissertation aims to enable cost and energy-efficient use of large-scale data
collections in not only information retrieval research, but also in other fields such as text mining
and question answering, in academia and industry alike, fueling future innovation.
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1
I N T R O D U C T I O N

Modern proliferation of data has increased the importance of good information retrieval. Cheaper
data storage means that the data collections that must be searched are often large. For example,
ClueWeb09, a dataset used for information retrieval research, is composed of a billion web pages
and is 5 terabytes in compressed size. Searching large collections requires substantial computa-
tional resources. Compounding the problem is the increasing expectation from users that searches
return results in seconds or less. Large web search engines typically have sub-second response
times.

Producing search results in a timely fashion from large data collections is a challenging task.
While a single large, very powerful machine may be able to handle searches of a moderate data
collection, these machines are expensive. In addition, it is difficult to scale up this architecture
to handle larger collections. Such a hardware setup also has a single point of failure; if the large
machine goes offline, the entire search system becomes non-functional.

A better solution to the problem of large-scale search is a distributed search architecture, which
is commonly used by commercial search engines such as Google or Microsoft’s Bing. Distributed
search is a divide and conquer approach which pools the resources of multiple machines and is
set up as follows.

First, the large data collection is divided into many partitions, usually referred to as shards.
Shards are typically equal in size. The shards are then distributed equally to the commodity
computers so that each computer is only responsible for searching its assigned shard. When a
user issues a query to the system, all shards of the data collection are searched in parallel by the
many machines. The results of each individual shard are then merged and returned to the user.
Figure 1a illustrates this process.

Distributed search has several advantages over a monolithic large computer set-up. By splitting
the large collection into small shards, cheap computers are able complete their part quickly and
greatly reduce the overall time it takes for the system to respond to the user. This enables the
search system to achieve the low latency expected by users. In addition, when a single machine
fails, most of the system still remains active and the failed component is easier to replace.

Distributed search is an effective architecture for large organizations that have access to many
machines. However, because it searches the entire collection for every query, it continues to have
a high total computational cost.

Recently, researchers have begun exploring a new search architecture that significantly reduces
the computational cost of large-scale search: selective search [Kulkarni 2013]. Selective search is
similar to a traditional distributed search architecture in that a large collection is divided into
small shards and spread across multiple machines. However, it is distinguished from traditional
distributed search in a few major ways.

1



2 introduction

2. Search

User

1. Query

3. Merge

(a) Traditional distributed search ar-
chitecture.

... ... ...

3. Search

User

1. Query

4. Merge2. Select shards

(b) Selective search architecture.

Figure 1: Illustration of two different search architectures. Each box represents a machine and the cylin-
ders represent parts of the search engine index (“shards”). The dark cylinders are shards that
are searched; traditional distributed search always searches all shards while selective search
searches only a few for a given query. Selective search also requires an additional resource se-
lection database (grey hashing) in order to select the shards to search. Both architectures require
a merge step (triangle) that merges the partial result lists from the shards.

The Cluster Hypothesis [van Rijsbergen 1979] states that documents that are similar in content
tend to be relevant to the same kind of requests. Selective search uses this idea and partitions
the data collection such that documents about similar topics are grouped together. For example,
newspaper articles covering elections, forum pages dedicated to discussing politics, and web
pages of various politicians may be placed together in a single shard that represents the ‘politics’
topic. Similarly, topical shards may be formed for sports, fashion, etc. In prior research, this topical
grouping of the collection was achieved by the K-means clustering algorithm. Once created, these
shards are distributed to the available computers.

According to the Cluster Hypothesis, with the topical shards of selective search, it is likely that
the documents most relevant to a user’s request reside in a few shards. Therefore, in contrast to
randomly-partitioned distributed search, not all shards are searched when a user issues a query
to a selective search system.

A selective search system uses a resource selection algorithm to identify these useful shards. A re-
source selection algorithm takes a user query and creates a ranked list of the shards it believes are
most useful. The selective search system then only searches the shards indicated by the resource
selection algorithm. The results of the shards are merged and returned to the user as traditional.
The entire pipeline is illustrated in Figure 1b.

A concern of searching only a few shards is the possibility that selective search may miss
documents that are relevant to the request and thus become less accurate than searching the
entire collection in an exhaustive fashion. However, it was found by Kulkarni [2013] that only a
very small percentage of shards was typically needed to achieve similar accuracy to searching the
entire collection. This resulted in reducing the computational cost of large-scale search by more
than 90%. Compared to a traditional distributed search architecture, selective search is able to
return results that are as accurate and as timely, with a fraction of the resources.



1.1 contributions 3

Despite the advantages of selective search, the architecture has not yet seen wide acceptance in
the academic community or in industry. As a newly introduced architecture, there are important
questions about its performance characteristics in a practical setting.

One major concern is whether selective search would be accurate and efficient in various condi-
tions common in the real world. First, trust in the prior results of selective search must be strength-
ened. Initial work in selective search [Kulkarni and Callan 2010a; Kulkarni et al. 2012] used only
one partition per dataset under one specific experimental methodology and it is unknown what
the variance of different selective search instances is over different possible collection partitions
and experimental conditions. In addition, practical large-scale systems are commonly multi-stage
pipelines including other optimizations and re-ranking components with parallel query process-
ing. In such an environment, selective search would likely be deployed as the fast, first-stage
retrieval step which can quickly return a list of candidate results. However, the behaviour of
selective search in this setting in combination with other components has not been studied in
depth.

Another concern is that there is currently a lack of tools to test the efficacy of selective search
without implementing an end-to-end system. There is a need for simple, low-cost tools that can
help system administrators design and test the best selective search implementation for their
needs.

1.1 contributions

The purpose of this thesis is to answer outstanding concerns about selective search through thor-
ough analyses and to create novel solutions where the initial approach falls short. It aims to bring
selective search into wider acceptance by tackling two goals. First, it provides stronger assurances
about the efficiency and effectiveness of selective search in real world settings and solutions to
problems that may exist when implementing selective search as a first-stage retrieval system in a
practical system. Secondly, this dissertation research provides convenient tools for system admin-
istrators to evaluate a selective search system without full implementation, in order to lower the
barrier of entry.

1.1.1 Variance of random processes

Selective search contains non-deterministic processes. In the implementation introduced by Kulka-
rni and Callan [2010a], there are up to three random decisions, two during shard formation and
another during resource selection. They used a sampled K-means algorithm to form the topic
shards and randomly samples the collection to form the smaller sub-collection and then ran-
domly assigns the initial cluster seeds. An additional source of non-determinism may be present
in the resource selection step; sample-based algorithms such as Rank-S [Kulkarni et al. 2012]
search a small, random sample of the total collection.

In most prior work [Kulkarni and Callan 2010a,b; Kulkarni et al. 2012; Kulkarni and Callan
2015], accuracy and efficiency figures were reported for one instance of a collection partition and
one instance of a resource selection database. Due to the randomness involved, it is possible
that the performance of selective search was an outlier and a different instantiation of selective
search may perform differently. An in-depth exploration of the effects of the random processes is
necessary as it is unclear how each individual random decision affects the final results. Chapter 3

answers the research question:
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RQ 1 What is the effect of random decisions on selective search accuracy?

Chapter 3 investigates two major sources of variance in selective search: shard formation and re-
source selection. One cause of variance was due to poor placement of relevant documents during
the partitioning process. These critical documents were sometimes placed in shards that contained
dissimilar documents. This suggests that better partitioning may reduce variance. When compar-
ing resource selection methods, two state-of-the-art algorithms, Taily [Aly et al. 2013] and Rank-S
[Kulkarni et al. 2012] produced nearly equal variance despite the fact that Rank-S contains an ad-
ditional random step. When the variance in performances were broken down in a query-by-query
fashion, it was discovered that most of the variance of the overall accuracy was the product of a
few queries, typically containing rare terms, suggesting that query type may have an impact on
variance.

Overall, selective search was stable for most queries on precision-oriented metrics. However,
there was higher variance for a small number of rare queries and for recall-oriented metrics, and
improvements could be made, especially in the partitioning process.

1.1.2 Performance with dynamic pruning

A criticism of selective search was that it may not retain its efficiency advantage over exhaustive
search when used with common dynamic postings pruning algorithms. Kulkarni [2013] briefly ex-
plored selective search in combination with the term-bounded max-score algorithm, but a deeper
investigation with other algorithms had not been accomplished.

Weighted AND (WAND) [Broder et al. 2003] is a low-level search optimization algorithm that
enables the system to avoid unnecessary evaluation of documents that would not be highly-
ranked in the final result list. By skipping reading and computing scores for these documents, the
cost of search is significantly reduced.

Because selective search skews the topical distribution of documents deliberately, it is unknown
whether techniques such as WAND will have increased or decreased effects when combined with
selective search. Selective search and WAND create efficiency gains by skipping the evaluation
of documents. It is possible that the documents which are not normally evaluated by selective
search are the very same documents that WAND would skip. In this scenario, there would be
no additive efficiency gain by using selective search if one already uses WAND in their system.
Chapter 4 investigates following research question:

RQ 2 Does dynamic pruning improve selective search, and if so, why?

Chapter 4 alleviates this concern by experimenting with a combination of selective search and
WAND. It was found that the effectiveness of WAND is enhanced on the top-ranking topic shards,
suggesting that grouping similar documents is helpful for WAND. Overall, selective search and
WAND were shown to be orthogonal optimization techniques creating independent gains, due
to the long posting lists generated by topic clustering; together they create better-than-additive
efficiency gains.

Chapter 4 also experimented with sequential shard evaluation with WAND, where the selected
shards were searched one-at-a-time in sequence rather than searching them simultaneously in
parallel. This answers the following question:

RQ 3 Can the efficiency of selective search be improved further using a cascaded pruning threshold during
shard search?
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By keeping track of and passing on the internal evaluation state of WAND from one shard
to the next, the total documents evaluated were significantly decreased. This demonstrated the
possibility of using tiered retrieval to further decrease the computational cost of search.

1.1.3 Resource selection

In a practical large-scale system that uses a multi-stage retrieval architecture, selective search is
most likely to be deployed as the fast first-stage step. In order for this to be feasible, selective
search must be able to supply high recall results such that downstream re-rankers are able to see
the relevant documents.

One of the most critical components in selective search accuracy is the resource selection algo-
rithm. While existing methods perform well on precision-oriented metrics such as Precision at
10, they fall short of exhaustive search in recall-oriented metrics such as Mean Average Precision
[Kulkarni and Callan 2015; Aly et al. 2013]. This dissertation presents two new solutions for re-
source selection: a light-weight method that uses pre-existing statistics, and a more sophisticated
method that has higher accuracy.

1.1.3.1 Light-weight resource selection

Most resource selection algorithms require building an external database. Term-based algorithms
such as Taily [Aly et al. 2013] collect corpus statistics and build a database containing model
parameters for each term. Sample-based algorithms like Rank-S [Kulkarni et al. 2012] require
building an index containing sampled documents from the full collection. This process can be
laborious for large collections. Many search systems come with optimization methods which
sometimes require similar analyses of the corpus and information for their optimization algo-
rithm. For example, WAND stores the maximum score of each term. It was hypothesized that
the information collected could be re-used to produce an effective, light-weight resource selection
method that eliminates the need for additional corpus analyses and separate external databases.

Block-Max WAND [Dimopoulos et al. 2013], a variant of the WAND algorithm, collects statistics
in finer granularity than WAND to perform dynamic postings pruning more efficiently. In Chap-
ter 5, the block max scores collected by Block-Max WAND were utilized to perform resource
selection, answering the following question:

RQ 4 Can BM-WAND information be used to design an effective resource selection algorithm?

When used for single-term queries and searching an equivalent number of shards to two state-
of-the-art resource selection algorithms, it was found that the methods based on the block max
scores were comparable to exhaustive search with statistical significance, whereas prior state-of-
the-art methods were not (Chapter 7) [Aly et al. 2013]. Furthermore, it was possible to produce
a set of shards that would create a result set identical to exhaustive search that was close to
the size of an oracle-derived set. This work suggests that it is feasible to produce a good shard
ranking from the statistics collected by Block-Max WAND and furthermore creates the possibility
of creating a stable variant of selective search which closely reproduces the results of exhaustive
search.
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1.1.3.2 Accurate resource selection

While Kulkarni and Callan [2015] showed that selective search has comparable accuracy to ex-
haustive search, it was based on a single partitioning of each of the two data sets and the results
were reported as a single aggregated mean over four query sets. When a different partitioning
and experimental methodology is used, a more complete picture selective search emerges. By pre-
senting the results of the four query sets separately it was found that selective search performed
well in a some query sets and poorly in others. Averaging the results across all query sets masked
this issue. In the poorly performing query sets, resource selection was a major source of error in
the system.

It was also found by Dai et al. [2016] that selective search performs relatively worse for recall-
oriented metrics than for precision-oriented metrics. This motivated additional research into re-
source selection that is more accurate, especially for deeper metrics such as MAP evaluated to a
rank depth of 1000 (MAP@1000).

Chapter 7 presents a learning to rank based approach to resource selection. The advantage
of using a learning to rank framework as opposed to multiple binary classifiers [Arguello et al.
2009b; Cetintas et al. 2009] is that it is better suited to selective search, where the number of
resources to search may number in hundreds. Training hundreds of classifiers can take significant
computational resources. Chapter 6 studies the new resource selection approach to answer the
following questions:

RQ 5 Is learning to rank resources an efficient algorithm that is as accurate as exhaustive search in deep
recall-oriented metrics?

RQ 6 Can learning to rank resources be trained without human judgements?

Chapter 6 describes new features suitable for resource selection and show that human-judged
relevance data is not necessary for training the model. By assuming that selective search wants
to mirror exhaustive search (at a lower computational cost), we can generate training data by
searching the entire corpus and using the exhaustive search results as gold standard.

The new resource selection algorithm is highly accurate and is statistically non-inferior to ex-
haustive search even with MAP@1000. In addition, even when the expensive features that require
a retrieval from a sample index are removed, the remaining fast features are sufficient to achieve
good MAP scores. Learning to rank resources is an efficient and effective method and advances
the state-of-the-art in selective search resource selection.

1.1.4 Performance in parallel processing

Aly et al. [2013] demonstrated the efficiency of selective search in an environment where search
requests were processed one at a time, i.e. a new query would be processed by the system only
when the old is completed and the results returned to the user. However, in a practical, large-scale
selective search system with multiple available machines, it is desirable to process search requests
in parallel in order to maximize the usage of available computational resources. Therefore, selec-
tive search efficiency in parallel environments must also be considered.

A concern that arises from a system which handles parallel requests is a potential load imbalance
caused by the unequal popularity of shards. Because selective search shards are topically focused,
it is likely that some shards may be more popular than others. For example, a shard with a
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sports focus may be selected more frequently than a shard about information retrieval research.
Difference in topic popularity can lead to an uneven computational load amongst the machines
hosting the shards and reduce system throughput. Note that randomly-partitioned distributed
search does not have this potential load balance problem because all shards are searched for
every query and due to the random distribution of documents to shards, each shard is expected
to do the same amount of work.

One contribution of this work is a software simulator which was used to conduct analyses
on different configurations of selective search, including the parallel processing environment de-
scribed above. The simulator was tuned to model the behavior of selective search under many dif-
ferent hardware configurations. The simulator enabled the exploration of a wide range of system
configurations that would have otherwise been infeasible due to time and resource constraints. In
particular, it is flexible enough to model selective search architectures as well such as traditional
distributed search.

The simulator is a valuable tool for those seeking to evaluate or implement a selective search
system as their search architecture. Due to the parameterization of the simulation, a few quick
measurements of a computing environment can produce an immediate comparison between an
existing system and a selective search implementation. It also allows the implementor to proto-
type and evaluate variations of selective search configurations without the expense of creating
multiple real implementations. Using the simulator, various configurations of selective search are
tested to answer the following research questions:

RQ 7 Is selective search more efficient than exhaustive search in a parallel query processing environment?

RQ 8 How does the choice of resource selection algorithm affect throughput and load distribution in selec-
tive search, and how can any imbalances originating from resource selection be overcome?

RQ 9 How do different methods of allocating shards to machines affect throughput and load distribution
across machines?

RQ 10 Does selective search scale efficiently when adding more machines and/or shard replicas?

Chapter 7 presents the results of the detailed analyses of the performance characteristic of se-
lective search under various configurations. Using the simulator and an improved experimental
methodology, the efficiency improvements reported by prior work were validated under more
realistic conditions with some caveats. We found that selective search may need to search more
shards than previously reported in order to achieve accuracy equivalent to searching the entire
collection. Also, the experiments revealed that load imbalances are present in a naive implemen-
tation of selective search due to unequal shard popularity and the cost of resource selection, par-
ticularly for sample-based algorithms. However, these can be corrected by using training queries
to guide the layout of shards.

Further experiments showed that the result of the training queries are durable; the configura-
tion performed efficiently even a month later. Additional experiments with different hardware
configurations indicated that selective search can be a competitive architecture even at a larger
scale with many machines. The results of this work asserted the efficiency of selective search over
traditional distributed search at both small and larger scales.
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1.1.5 Partition evaluation

There are many ways to partition a document collection for selective search to create shard maps, a
mapping of documents to shards. Prior work has used K-means, source-based clusters [Kulkarni
and Callan 2010a], and query-biased partition schemes [Dai et al. 2016]. The effectiveness of
the shard map was evaluated by running queries with relevance judgements on an end-to-end
selective search system using the shard map. The accuracy of the final results of the end-to-end
system using traditional IR metrics was used as proxy for the effectiveness of a shard map.

This method has a few issues. To evaluate an end-to-end selective search system, a resource
selection algorithm must be used. Given that resource selection has a large impact on the accuracy
of selective search, different choices of resource selection algorithms and their parameters may
impact the accuracy results more so than the shard map. In addition, resource selection requires
additional corpus analyses and the creation of resource selection databases (term-based methods)
or centralized sample indexes (sample-based methods). To do so for many different shard maps
is slow and cumbersome and makes evaluating many shard maps difficult.

This dissertation presents Area Under Recall Curve (AUReC), a new metric for evaluating shard
maps. For a given query, based on a desired set of documents that should be retrieved for that
query, AUReC builds a curve describing the relationship between the amount of shards searched
to the maximum possible recall of the desired set of documents from the searched shards. The
area under this curve is the effectiveness of a shard map. The set of desired documents is built
from exhaustive retrieval, thus AUReC does not require an end-to-end evaluation of selective
search or manual gold-standard judgements. Because the shards are ranked based on the overlap
with the desired documents and the area under the curve considers the full set of shards, AUReC
does not require choosing and implementing a resource selection algorithm and does not have
parameters to set or train. Chapter 8 studies AUReC in detail to answer the following research
questions:

RQ 11 Can AUReC generate a relative ordering of multiple shard maps that is consistent with orderings
generated by end-to-end system evaluations?

RQ 12 Is AUReC consistent with end-to-end system evaluations on whether differences between two shard
maps are statistically significant?

RQ 13 Is AUReC robust when compared to end-to-end systems using different resource selection algo-
rithms; compared to a variety of IR metrics at different retrieval depths; when the search engine generating
the top-k retrieval is weaker; and when it is calculated with a different set of queries than the end-to-end
evaluation queries?

Experiments show that AUReC is highly correlated with the end-to-end evaluation of a full
selective search system using a variety of resource selection algorithms, while being easier to
implement and computationally inexpensive. AUReC is also a robust, stable method, and bet-
ter able to distinguish finer differences between shard maps than end-to-end evaluation due to
having more data points; human-created relevance assessments can be sparse. Experimentation
show that AUReC is high correlated with several traditional IR metrics including precision, MAP
and NDCG at different depths. Finally, when the sample retrieval was generated from different
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queries than the relevance assessed evaluation queries for end-to-end systems, the resulting AU-
ReC scores remained highly correlated. More queries produced better correlated results, with
diminishing returns.

AUReC is a robust, stable metric that enables quick, easy comparisons of a large number of
shard maps. This allows system administrators to quickly identify the best set up for their selec-
tive search systems. In addition, it supplies researchers with an optimization function for gener-
ating shard maps, empowering research in more efficient and accurate topic-based partitioning
of large copora.

1.2 wider impact

This dissertation demonstrates that selective search works well in realistic, large-scale production
environments as well as in smaller lab settings. In addition, the dissertation provides tools to
prototype and evaluate selective search without implementing the full system, paving the way
for easier adoption of the system. The adoption of selective search benefits both industry and
academia alike. In industry, selective search is a cost and energy saving alternative to traditional
distributed search. In academia, the low computational cost of large-scale search delivered by
selective search promotes not only information retrieval research, but also other research fields
that often use search as a basic step in a more complex task, such as text mining and question
answering tasks.

1.3 future directions

For wider acceptance of selective search, two research directions are necessary. First, selective
search must confirm that it is able to easily and successfully fit into existing search and text
analysis systems. Second, selective search must be expanded to handle other important domains
beyond web documents. These directions are suggested in brief below.

1.3.1 Selective search in pipelines

The work in this dissertation has given confidence that selective search has sufficient recall to be
used as a first-stage retrieval system in more complex text analysis pipelines. The logical next
step is continued research into how selective search can fit into and benefit existing text pipeline
systems. First, a detailed investigation must be conducted on how selective search changes the
efficiency and accuracy of a complex pipeline which may contain other components such as
caching, tiering, and machine learning re-rankers. Then, by studying the interactions between
these components, we may be able to better tailor selective search to improve the entire pipeline.
For example, being able to control the recall of selective search with strict guarantees would be
useful, as is being able to push certain filtering tasks up to the selective search level for less work
to do downstream in expensive, complex components.

1.3.2 Selective search in hierarchical corpora

While selective search research has been conducted with web corpora, structured, hierarchical
data is common, especially in business-critical applications such as product search in e-commerce.
Extending selective search beyond the limited bag-of-words model and using the additional in-
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formation to inform its clustering, resource selection, and result merging would better adapt the
architecture to these domains and ideally increase efficiency and effectiveness.

1.3.3 Selective search in streaming datasets

Rapidly changing, online data sources such as Twitter and Instagram are becoming an increas-
ingly important source of information on the web. The high volumes and the varied topics seen
in such streams make it ideal for selective search. These domains have unique challenges that
must be addressed for selective search to be effective. The system must be able to handle constant
updates, including assigning them to the correct shard. It also needs detect and respond to fast
changes in topic and queries, dynamically load balancing as necessary. Finally, selective search
must be extended to be aware of the temporal nature of this domain, which has a large impact
on its usage and accuracy in search.

1.4 organization

This dissertation presents the results of research done to answer questions on selective search ef-
fectiveness and efficiency and outlines further research to be done on selective search. Chapter 2

outlines related work. The dissertation begins with stronger assurances of selective search effec-
tiveness and efficiency under different conditions. Chapter 3 presents an exploration of the ran-
dom decisions in selective search and their effect. Chapter 4 investigates the interactions between
selective search and WAND optimization techniques. Then, the shortcoming of selective search
recall is addressed through developing stronger resource selection algorithms, allowing selective
search to be feasibly used as a first-stage retrieval system. Chapter 5 explores the possibility of
using statistics collected by Block-Max WAND to perform resource selection. Chapter 6 presents
learning to rank resources, a new resource selection method. Finally, two powerful tools to evalu-
ate selective search are presented. Chapter 7 presents the research results on load balancing issues
of selective search and provides a simulator tool for modelling selective search. Chapter 8 presents
AUReC, a new metric for quickly evaluating shard maps. Chapter 9 concludes, summarizes the
contributions and impact of the dissertation, and outlines future directions of research.
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R E L AT E D W O R K

Selective search draws from prior work in a broad range of research areas including traditional
distributed search, cluster-based retrieval, and federated search research.

2.1 traditional distributed search

Modern large-scale retrieval systems often search corpora that are much larger than what one ma-
chine can fit. Therefore, by necessity, large-scale search engines have a distributed architecture in
which the document collection is partitioned, and each partition is assigned to a distinct machine.
A collection may be partitioned by terms or by documents.

In term-based index partitioning, each partial index is responsible for a non-overlapping subset of
the terms in the vocabulary [Moffat et al. 2006; Lucchese et al. 2007; Zhang and Suel 2007; Cam-
bazoglu et al. 2013]. When the collection is searched, only indexes that contain the query terms
are searched. Because queries are typically short, only a few of the term indexes are required for
each query, allowing multiple queries to be evaluated in parallel. This style of index has largely
fallen out of favor because it is prone to load imbalances [Moffat et al. 2007]. Cambazoglu et al.
[2013] provide more details of term-based partitioning approaches.

In document-based partitioning, each partial index is responsible for a non-overlapping subset
of the documents in the collection. There are two major approaches to creating the document
subsets: tiering and sharding.

Tiering creates partitions that have different priorities in order to reduce the total computational
cost of search. Initially, only the top priority partition, or the top tier, is searched. If the results
are deemed insufficient, lower tiers are searched as necessary. Many different strategies exist for
deciding when to cascade to lower tiers [Risvik et al. 2003; Baeza-Yates et al. 2009b; Cambazoglu
et al. 2010; Brefeld et al. 2011]. Tiers can be defined based on various document characteristics.
Geographically defined tiers place documents that are local to the area in physically closer ma-
chines [Cambazoglu et al. 2010; Brefeld et al. 2011]. One can also create tiers using estimates of
the quality of documents, which are calculated a priori using query independent features such as
spam scores or term statistics [Risvik et al. 2003]. Historical query logs can be used to create tiers
of the most popularly retrieved documents [Risvik et al. 2003]. In tiering, the order in which the
tiers are searched is the same across all queries.

The alternative approach, sharding, creates partitions or shards that all have the same priority.
Sharding is used to pool the resources of many machines to divide-and-conquer the costs of
search in order to minimize latency. For each query, all shards are searched in parallel [Puppin
et al. 2006; Badue et al. 2007]. Documents are usually assigned to shards by source, randomly, or
in a round-robin approach. Typically, it is desirable for all shards to have similar characteristics
in order to minimize load imbalances.

11
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Tiering improves throughput and sharding reduces latency; thus, these complementary meth-
ods can be combined to improve in both areas. For example, the corpus might be divided into
tiers based on document popularity or authority, and then each tier divided into shards, with the
shards distributed across a cluster of computers for lower latency search within that tier [Orlando
et al. 2001; Barroso et al. 2003; Baeza-Yates et al. 2007a, 2009a; Brefeld et al. 2011; Francès et al.
2014].

A range of work has explored the efficiency of sharded search systems, covering topics includ-
ing reducing the communications and merging costs when large numbers of shards are searched
[Cacheda et al. 2007b]; load balancing in mirrored systems [Macdonald et al. 2012; Freire et al.
2013]; query shedding under high load to improve overall throughput [Broccolo et al. 2013]; and
query pruning to improve efficiency [Tonellotto et al. 2013]. Other work focuses on addressing
the load imbalances that arise when term-based indexes are used and selective replication of
frequently-accessed elements [Moffat et al. 2006, 2007]. A common theme is that when a tier is
searched, all of its shards are searched, that is, an exhaustive search strategy is employed.

2.2 cluster-based retrieval

Selective search is a type of cluster-based retrieval architecture [Croft 1980; Voorhees 1985; Griffiths
et al. 1986; Willett 1988]. Cluster-based retrieval systems organize the corpus into hierarchical or
flat clusters during indexing. When a query is received, clusters are selected by traversing the
hierarchy or comparing the query to cluster centroids to identify the most similar cluster. Small-
scale systems may return all of the documents in selected clusters; larger-scale systems rank
documents in the selected clusters and return just the highest-scoring documents.

Classic cluster-based retrieval systems produce many small clusters. For example, Can et al.
[2004] used 1,640 clusters that each contained an average of 128 documents. When clusters are
small, many must be selected to maintain acceptable accuracy. Can et al. [2004] searched 10%
of the best-matching clusters (164 clusters), a heuristic threshold that was also used in earlier
investigations. Similarly, Croft [1980] used over 400 clusters for 1400 documents.

Selective search systems produce and search a smaller number of large clusters. For example,
Kulkarni [2013] and Aly et al. [2013] used clusters that contained approximately 500,000 docu-
ments, and queries typically searched 3-5 clusters.

Classic cluster-based retrieval systems also used a single index to store the entire corpus. Ef-
ficiency improvements are obtained by storing cluster membership information in inverted list
data structures and grouping postings by cluster membership so that large portions of an inverted
list may be skipped during query processing [Can et al. 2004; Altingovde et al. 2008]. This archi-
tecture must bear the I/O costs of reading complete inverted lists, and the computational costs
of processing them (albeit, efficiently). Can et al. [2004] note that storing each cluster in its own
index would reduce computational costs, but incur prohibitive I/O costs (primarily disk seeks)
due to the large number of clusters selected. The selective search architecture stores each cluster
in its own index, but avoids the I/O costs by selecting a very small number of clusters for each
query.

There are other differences between classic cluster-based retrieval and selective search. For
example, selective search uses more sophisticated methods of determining which clusters match
each query. Kulkarni and Callan [2015] provide a detailed description of cluster-based retrieval
and its relationship to selective search.
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2.3 federated search

Sharded indexes and their search engines are a special case of federated search systems. Typi-
cally, federated search systems integrate multiple collections or search systems. Common types of
federated search systems include aggregated or vertical search engines, peer-to-peer search net-
works, and meta-search engines [Shokouhi and Si 2011]. Vertical search combines the results of
specialized search engines for different domains or media (e.g. images, maps, news) to provide
a single unified search portal [Arguello et al. 2009b; Arguello 2017; Aliannejadi et al. 2018]. In
peer-to-peer search networks, each peer node contains some subset of documents and search is
conducted by forwarding queries to appropriate nodes [Lu and Callan 2006]. Finally, meta search
engines do not index index any documents, but combine the results of multiple search engines
controlled by different organizations by forwarding a query to the various systems and merging
the results appropriately [Selberg and Etzioni 1997; Salampasis 2017].

A common task shared by federated search systems is determining to which of the underlying
search services should a given query be forwarded. Normally the goal of federation is to send
queries to as few of the underlying search services as possible, so a resource selection algorithm is
used.

Three types of resource selection have been proposed: term-based, sample-based, and
classification-based algorithms.

Term-based algorithms treat each search service as a bag of words. Common document ranking al-
gorithms can be adapted to the task of ranking resources or services; GlOSS [Gravano et al. 1999],
CORI [Callan 2000], and the query likelihood model [Si and Callan 2004a] are examples of this
approach. Algorithms developed specifically for resource ranking usually model the distribution
of vocabulary across search services [Yuwono and Lee 1997; Hawking and Thistlewaite 1999; Aly
et al. 2013; Zhang and Balog 2017]. Term-based algorithms typically only support bag-of-words
queries, but a few also support corpus-level or cluster-level preferences, or Boolean constraints
[Gravano et al. 1999; Xu and Croft 1999; Callan 2000; Liu and Croft 2004].

Sample-based algorithms represent each search service using a sample of its contents. Samples
from all services are combined into a centralized sample index, or CSI. When a query is received,
the CSI is searched, and each top-ranked document found in the CSI is treated as a vote for the
resource from which it was sampled. Many different methods for weighting votes from different
resources have been described [Si and Callan 2003, 2004b, 2005; Shokouhi 2007; Paltoglou et al.
2008; Thomas and Shokouhi 2009; Kulkarni et al. 2012; Zhang and Balog 2017].

Most of the term-based and sample-based algorithms are unsupervised and do not use external
resources. Recently, query logs have been used to estimate resource popularity [Urak et al. 2018]
and knowledge bases have been used to improve resource selection by enriching queries with
entities [Han et al. 2018; Dragoni et al. 2017].

Classification-based algorithms take the use of additional resources further and represent each
search service using a model learned from training data. The features used might include the
presence of specific words, the scores of term-based and sample-based algorithms, and the simi-
larity of the query to a resource-specific query log [Arguello et al. 2009a; Kang et al. 2012].

During most of the last decade, sample-based algorithms have been regarded as being a little
more effective than term-based algorithms [Shokouhi and Si 2011]; however, recently Aly et al.
[2013] argued that Taily, a new term-based algorithm, is more effective than the best sample-based
algorithms. Term-based and sample-based algorithms are effective when the search engines are
mostly homogeneous. Both types of algorithm are unsupervised, meaning that training data is
not required. Supervised classification-based algorithms can be more effective than unsupervised
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methods; however, their main advantage is their ability to select among heterogeneous resources
(for example, “vertical” search engines), and exploit a wide range of evidence. Resource selection
algorithms have also been applied to a variety of other tasks, including blog search and desktop
search [Seo and Croft 2008; Elsas et al. 2008; Kim and Croft 2010].

The three resource selection algorithms commonly used with selective search are ReDDE, Taily,
and Rank-S.

ReDDE, a sample-based algorithm, uses a centralized sample index (CSI) [Si and Callan 2003].
The query is run against the CSI and the documents retrieved from it act as votes towards the
shards that they were sampled from. Let n be the set of documents retrieved from the CSI, and
nR represent the subset of n which were sampled from shard R. Then, the score sR for shard R is:

sR = nRwR

where wR is a shard weight calculated from the size of the shard and the size of its sample.
Rank-S, is another sample-based algorithm from the SHiRE family of algorithms [Kulkarni et al.

2012]. In Rank-S, the scores of documents retrieved from the CSI are decayed exponentially and
then treated as votes for the shards the documents were sampled from. The exponentially-decayed
vote of a document for its parent resource is computed as:

Vote(d) = ScoreCSI(d)× base−RankCSI(d)

where ScoreCSI(d)and RankCSI(d) are the document score and rank obtained by searching the
CSI; and base is a configurable parameter. The scores of the documents naturally converge to
zero due to the decay. Resources with a total score above 0.0001 are then selected, as described by
Kulkarni et al. [2012].

Taily assumes that the distribution of document scores for a single query term is approximated
by a Gamma distribution. The allocation algorithm uses two parameters, nc and v, where nc is
roughly the depth of the final ranked list desired, and v is the number of documents in the top
nc that a resource must be estimated as contributing in order to be selected. Term scores are
calculated from simple corpus statistics and fitted to a Gamma distribution for each shard-term
pair. Taily’s resource selection database records these fitted Gamma distributions for each term
t in resource i, describing the term’s score distribution in that shard. Gamma distributions are
represented by two parameters, the shape parameter kti and the scale parameter θti . At query time,
the cumulative distribution function of the Gamma distribution is used to estimate the number
of documents from each resource that will have a score above a threshold derived from nc. Each
resource that provides v or more documents is selected [Aly et al. 2013].

When a query is received, Taily looks up two floating point numbers for each index shard per
query term, whereas Rank-S must retrieve an inverted list for each query term. Taily’s computa-
tional costs are linear in the number of index shards |S|, and nearly identical for each query of
length |q|. The computational costs for Rank-S vary depending on the size of the CSI and the doc-
ument frequency (df) of each query term in the CSI. The Rank-S approach is more efficient only
when dft < |S| for query term t. For most applications Taily is substantially more economical
than Rank-S [Aly et al. 2013].

2.4 selective search

Selective search is a distributed search architecture that combines ideas from cluster-based retrieval
and federated search to make large-scale search more computationally efficient [Kulkarni and
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Callan 2010a,b; Kulkarni 2013; Kulkarni and Callan 2015]. A large collection comprised of D
documents is partitioned into P topic-based shards and at query time, a resource selection algorithm is
used to select k ⊂ P shards that are most likely to contain relevant documents. The selected shards
are then searched in parallel and their results are merged and returned. Typically, k < P << D
and only a small portion of the total collection is searched for each query resulting in large savings
in total computational effort.

Prior research established selective search as a viable architecture and demonstrated its advan-
tages in small laboratory settings. Kulkarni and Callan [2010a] compared partitioning a collection
into shards by topic against partitioning by source or partitioning randomly. They showed when
documents are topically allocated into shards, queries were able to be accurately answered by
searching only a few shards rather than searching every shard, introducing selective search as an
architecture for the first time.

As a critical component of selective search, the shard selection process in selective search has
received much research attention in past work. Kulkarni et al. [2012] noted that in the selective
search system presented by Kulkarni and Callan [2010a], the ReDDE resource selection algorithm
was used to rank the shards then the same shard cut-off (i.e. the number of shards to search) was
applied for all queries. Kulkarni et al. [2012] presented the SHiRE family of sample-based resource
selection algorithms which create query dependent, dynamic shard cut-offs. Rank-S, a commonly
used algorithm in selective search, is a member of the SHiRE family. They demonstrated that ac-
curacy and efficiency improvements can be realized by jointly formulating the shard ranking and
cut-off estimation problem. Kulkarni et al. [2012] compared SHiRE algorithms against existing
resource selection baselines and demonstrated that they are more effective and efficient due to
the dynamic shard cut-off produced by SHiRE, which creates significant efficiency improvements
over static cut-offs by searching fewer shards when possible.

Aly et al. [2013] presented a new term-based resource selection for selective search, Taily. They
showed that sample-based resource algorithms such as ReDDE and the SHiRE family of algo-
rithms can have significant efficiency costs because they require a retrieval from a centralized
sample index (CSI), the cost of which is linear to the number of documents in the CSI that con-
tain the query terms. Taily is term-based and thus the cost is bounded by the number of shards in
the selective search system, which is typically much smaller than the cost incurred by a retrieval
from the CSI. Aly et al. [2013] compared Taily against sample-based and term-based baselines
and demonstrated that it is as effective as prior algorithms while being more efficient, especially
in latency.

Chuang and Kulkarni [2017a] and Chuang and Kulkarni [2017b] presented variations of ex-
isting resource selection algorithms ReDDE and CORI that use bigrams and a learning-to-rank
based method. The learning to rank method was combined with query expansion for single
term queries using Wikipedia. They combined the shard ranking generated with three different
dynamic shard cut-off estimators and saw consistent improvements in both early and deeper
ranks of the result list, and were able to achieve accuracy equivalent to exhaustive search with
MAP@1000. In addition, they concluded that if the relevant documents for a query are spread
across less than 10% of the shards, selective search would be able balance precision and recall
well. This work was published contemporaneously with Chapter 6.

Kulkarni [2015] focused on the shard cut-off estimation aspect of resource selection and devel-
oped ShRkC, a query and metric dependent cut-off estimator that reduces the search costs of a
selective search system without degrading efficiency. The paper formulates the cut-off estimation
as a supervised regression problem, using training queries to train a different regression model
for each metric of interest. The trained models were used to estimate cut-offs for a ReDDE shard
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ranking and were able to search less shards on average while maintaining similar effectiveness as
baseline methods.

Mohammad et al. [2018] studied shard cut-off estimation from a recall-oriented perspective
and presented a supervised method to generate query-specific shard cut-offs using the similarity
of the selective search results to exhaustive search results as a target for training. They found
that selective search can produce 70% agreement with exhaustive search at rank 5,000 with only
16 − 18% of the computational cost, lending credence to the choice selective search as a good
first-stage retrieval system.

Dai et al. [2016] studied shard creation, another component of selective search important for
accuracy, and presented an improved partitioning method for creating topical shards. The QInit

step clusters terms from training queries to initialize cluster seeds. During the clustering step, the
QKLD similarity function places more weight on terms that are important in the training query
logs when calculating document to centroid similarity. In combination, the QInit-QKLD method
creates more evenly sized shards that are better aligned with the topics in the query traffic and
deliver higher accuracy.

The efficiency of the selective search system as a whole has recently began receiving more atten-
tion. Kulkarni and Callan [2015] extended the work of Kulkarni and Callan [2010a] and conducted
a more detailed examination of selective search as an architecture with stronger exhaustive search
baselines that use a distributed search model. The paper presented a new variation of K-means,
size-bounded sample-based K-means, that creates more evenly sized shards and studied its effects
on selective search efficiency. The paper also studied how selective search behaves in conjunction
with term-bounded max score, a dynamic optimization method; how it behaves with queries of
different lengths; and its effectiveness when different sizes of CSI are used.

Chapter 6 of Kulkarni [2013] implemented a proof-of-concept selective search system over two
machines and conducted experiments which confirmed the efficiency advantages of selective
search over exhaustive search.

Dai and Callan [2018] investigated the impact of selective search on traditional list caching
algorithms. They found that QtfDf, a popular static caching algorithm [Baeza-Yates et al. 2007b],
is as effective on the topic-based shards of selective search as it is on randomly partitioned shards
of traditional distributed search architectures. A mixed strategy of caching terms determined
from both global and shard local term value estimations reduced total I/O without negatively
impacting query hit rates.

Hafizoglu et al. [2017] presents a cluster-skipping index for selective search, in which topical
clusters are sliced and randomly distributed across many shards. While the logic of selective
search remains the same, this alternative physical layout evenly distributes the load of selective
search and also reduces the query latency by up to 55%.

Overall, past work in selective search was largely motivated by increasing selective search
accuracy and studying its efficiency in resource-scarce environments. Prior work successfully
established selective search as a viable distributed search architecture and demonstrated that it
can deliver exhaustive-equivalent accuracy in shallow metrics and produce significant efficiency
gains over exhaustive search under small-scale laboratory settings for traditional web search.
Extensions of selective search to different tasks is an emerging research area; Wang and Lin
[2017] adapted selective search to a real-time streaming domain.

In Section 2.4.1 through Section 2.4.5, the experimental methodologies used by other authors in
selective search are organized and elaborated in more detail to provide context for the research
presented in this dissertation.
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2.4.1 Datasets

The most common datasets used with selective search are the Gov2, ClueWeb09 Category A
English (CW09-A) and ClueWeb09 Category B (CW09-B) datasets. Gov2 is a web collection con-
taining 25 million web pages crawled in early 2004 from .gov domains1. ClueWeb09 Category A
English dataset is the English document subset of ClueWeb09 and is a web collection of 500 mil-
lion web pages crawled in January and February of 2009. CW09-B is the first 50 million English
documents of Category A2.

The Gov2 dataset was used consistently by all prior selective search research and past research
used queries provided by the TREC Terabyte Track 2004–2006, 150 topics with graded relevance
judgements.

The CW09-B dataset was consistently used by all prior work, excluding Kulkarni [2015]. The
larger CW09-A dataset was used by about half of past papers [Kulkarni and Callan 2010a, 2015;
Kulkarni 2015; Aly et al. 2013]. While most papers used the datasets as provided, Aly et al.
[2013] used the Waterloo Fusion spam scores [Cormack et al. 2011] to filter out documents whose
spam scores were 50% or higher in CW09-A, stating that the exhaustive search accuracy of the
unfiltered dataset was too low to provide good signals about the efficacy of selective search. This
assertion is supported by other papers which used the dataset, which report MAP values low as
0.06 [Kulkarni and Callan 2015; Kulkarni 2015]. CW09-B does not share these problems as the
first 50 million English documents contain many high quality documents from Wikipedia and
spam filtering for higher effectiveness is not necessary.

The ClueWeb09 datasets were used with queries provided by the TREC Web Track. The number
of queries used vary. Earlier papers used less of the query set, with Kulkarni and Callan [2010a]
using 50 topics from the 2009 iteration of the Web Track. Kulkarni et al. [2012], Kulkarni et al.
[2012] and Aly et al. [2013] used 100 topics from Web Track 2009–2010. Others [Kulkarni and
Callan 2015; Kulkarni 2015; Dai et al. 2016] used 200 topics from 2009–2012. The queries used with
ClueWeb09 are particularly important when interpreting the accuracy results because selective
search does particularly well with the 2010 queries compared to exhaustive search, but does
particularly poorly with the 2011 queries (Chapter 7) [Dai et al. 2016]. Thus, if a paper’s query
set contains the 2010 queries but not the queries from later years, the accuracy of selective search
compared to exhaustive search may be misleading. In summary, the most modern practices with
the ClueWeb09 dataset are to filter spam documents if using CW09-A and to use the full 200

topics from the 2009–2012 years of the TREC Web Track.

2.4.2 Shards

Selective search was used with a wide variety of shard maps, i.e. a mapping of documents to
shards. Kulkarni and Callan [2010a] created the first set of shard maps created for selective search
using a sampling-based variation of K-means. A small percentage of the dataset is randomly
sampled then K-means is run on the sample using the symmetric version of negative Kullback-
Liebler divergence as the similarity function. Afterwards, the rest of the dataset is projected to
the nearest cluster centroid. The paper used a 0.1% sample for CW09-A and a 1% sample for
Gov2 and CW09-B. K was set such that the shards contain about 500,000 documents on average,

1 http://ir.dcs.gla.ac.uk/test_collections/gov2-summary.htm
2 ttps://www.lemurproject.org/clueweb09.php

http://ir.dcs.gla.ac.uk/test_collections/gov2-summary.htm
ttps://www.lemurproject.org/clueweb09.php
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equating to 50 shards for Gov2, 100 shards for CW09-B and 1,000 shards for CW09-A. This shard
map was used by several papers [Kulkarni et al. 2012; Aly et al. 2013; Kulkarni 2015].

Kulkarni [2013] noted a flaw of the above shard maps, which is that the shards were of very
skewed sizes, with a majority of shards being much larger or smaller than the target average
shard size of 500,000 documents. To create more evenly-sized shards, Kulkarni presented size
bounded sampling-based K-means (SB2 K-means). In SB2 K-means, a split phase splits up large
shards and a merge step combines small shards together. The process created 208 shards for Gov2,
92 shards for CW09-B, and 807 shards for CW09-A. Kulkarni and Callan [2015] presents the same
process, but define 50 shards for Gov2 instead.

The most recent advance in selective search shard creation was presented in Dai et al. [2016]
where historical query logs are used to inform the topics created in the clustering step. A note
of interest is that the shard maps presented in this paper use smaller shards for Gov2 than prior
work as they resulted in more accurate results.

This dissertation was developed in parallel to the development of improved selective search
shard maps and uses different shard maps depending on the state-of-the-art at the time of the
work. This process of deciding between many available shard maps partially inspired Chapter 8.

2.4.3 Resource selection

Resource selection has been a major focus in prior research, with many papers being devoted to
more accurate or efficient resource selection [Kulkarni et al. 2012; Aly et al. 2013; Kulkarni 2015].
The two most commonly used resource selection algorithms in prior selective search research
are ReDDE [Kulkarni and Callan 2010a, 2015; Kulkarni 2015; Kulkarni et al. 2012] and Rank-S
[Aly et al. 2013; Dai et al. 2016]. Both methods share an important parameter, the size of the
centralized sample index (CSI). Earlier papers used a larger CSI size, of up to 4% of the entire
collection [Kulkarni et al. 2012], which delivers more accurate results. However, Aly et al. [2013]
showed that the resource selection using such large CSIs can be costly and have argued for smaller
CSIs. Later work [Kulkarni and Callan 2015; Kulkarni 2015; Dai et al. 2016] used a 0.5% sample
for their CSI and this setting is followed in this dissertation. Of the two common methods, Rank-S
is more modern and was shown to be more accurate and is used in this dissertation.

Aly et al. [2013] presented Taily and argued that it is more accurate and efficient than Rank-S.
As Taily is term-based and represents a different family of resource selection algorithms than
Rank-S, this dissertation uses both Taily and Rank-S in conjunction so that the results are broadly
applicable.

2.4.4 Evaluation of accuracy

Selective search accuracy has been measured by scoring its result list using queries with rele-
vance judgements and comparing these scores against exhaustive search baseline scores. Standard
information retrieval metrics are used, such as Precision, Normalized Discounted Cumulative
Gain (NDCG), and Mean Average Precision (MAP). Measured at lower ranks such as 10 or 30

(typically abbreviated as P@10, NDCG@30 etc.) the metrics measure precision. At deeper ranks
(i.e. NDCG@100, MAP@1000 etc.), the metrics are recall-oriented. Because selective search only
searches and returns a small portion of the index, it is expected to perform relatively better in
precision-based metrics than recall-oriented metrics.
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Selective search papers have demonstrated that it is as accurate as exhaustive search baselines,
but there are a few caveats to this claim. The first selective search paper [Kulkarni and Callan
2010a] used precision-oriented metrics such as P@10, P@20, and P@30 to evaluate selective search,
where it successfully met exhaustive search baselines. However, its performance in recall-oriented
metrics was not measured. Later papers reported recall-oriented metrics such as MAP@1000 but
often had difficulty meeting exhaustive search results, especially in Gov2 [Kulkarni and Callan
2015; Dai et al. 2016; Aly et al. 2013]. Finally, when comparing an exhaustive search system (that
has a mean of µA) to a selective search system (that has a mean of µB), prior works use H0 : µA =
µB (i.e. “these two systems have the same mean”) as the null hypothesis. This is mathematically
problematic; failing to reject the null hypothesis does not mean that the null hypothesis is true.
That is, one cannot conclude that by failing a typical paired t-test or permutation test that selective
search is equivalent to exhaustive search. A more theoretically sound alternative which uses the
null hypothesis of H ′

0 : µA − µB > δ is presented in Chapter 5.

2.4.5 Evaluation of efficiency

Studies of selective search efficiency determined computation cost in several different ways. Ini-
tially, Kulkarni and Callan [2010a] used the proportion of documents in the collection that were
present in the selected shards as the cost, using this as an estimate of the total amount of work
done by selective search. This idea was improved in Kulkarni et al. [2012], where rather than
counting all the documents in selected shards, only documents that contained one of the query
terms contributed to the cost.

Aly et al. [2013] observed that resource selection significantly added to the computation cost
of selective search and added a term representing resource selection term to the cost equation.
In addition, to the total cost metric, Aly et al. proposed an alternate metric that combined the
cost of resource selection and cost of the most expensive shard. This loosely represents the lowest
possible latency of selective search that can be achieved in a parallel setting if there was one
machine for every selected shard and resource selection database. These metrics are used by
Kulkarni and Callan [2015]; Dai et al. [2016]; Kulkarni [2015, 2013].

Kulkarni [2013] implemented a proof-of-concept selective search system that was distributed
over two machines and measured the total execution time as the cost. This system was used to
conduct the first preliminary explorations into the throughput of selective search under a parallel
query processing environment. In addition, Kulkarni presented a further refinement to the cost
metric by counting the total number of postings retrieved from disk rather than counting the
number of documents. Kulkarni showed that this Cost-in-Postings metric is better correlated
with actual execution times than the Cost-in-Documents used by most prior work, especially for
larger datasets. This dissertation uses the Cost-in-Postings when measuring total computation
cost. The details of measuring selective search efficiency under parallel environments are given
in Chapter 7.
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VA R I A N C E 1

For wider acceptance of selective search, some outstanding questions must be answered, related
to possible issues of the architecture that could arise in a real world setting. This is the first
of several chapters which will tackle those issues and offer assurances about the performance of
selective search accuracy and effectiveness in common real world situations and present solutions
to potential problems.

Prior research [Aly et al. 2013; Kulkarni 2013; Kulkarni et al. 2012] showed that selective search
can be as accurate as a typical ‘search all shards’ distributed architecture but at a substantially
reduced computational cost. However, it was based on a single partitioning of the corpus. This
is a potential concern to a system designer implementing selective search; a different partition-
ing might yield different results because selective search contains several non-deterministic steps.
Kulkarni [2013] used sample-based K-means clustering to create topical shards, which has ran-
dom sampling and cluster seeds. Some resource selection algorithms, such as Rank-S [Kulkarni
et al. 2012], use a random sample of the corpus to decide which shards to search for each query.
The lack of knowledge of the possible variance in the performance of selective search systems
reduces confidence in the architecture.

We are not the first to notice the potential problems that may stem from the non-determinism
present in selective search. Jayasinghe, et al. [Jayasinghe et al. 2014] proposed a linear model
to statistically compare non-deterministic retrieval systems, using selective search as an example.
Their model took into consideration the multi-dimensional variance in selective search. They
found that there could be significant differences between selective search and exhaustive search
based on the collection sample used to build the CSI, especially at low sample rates. However,
their work focused on testing whether selective search has equivalent mean effectiveness as a
baseline search architecture. In our work, we focus on the variance itself and seek to answer the
following research question.

RQ 1 What is the effect of random decisions on selective search accuracy?

We compare results obtained with different partitionings of two ClueWeb datasets and examine
the variance of a system across a fixed set of four query sets (Section 3.2.1), and for individual
queries (Section 3.2.2).

1 This chapter is a lightly-revised version of Zhuyun Dai, Yubin Kim, and Jamie Callan. How random decisions affect
selective distributed search. In Proceedings of the 38th Annual International ACM SIGIR Conference on Research and Devel-
opment in Information Retrieval, pages 771–774, 2015. The initial investigation was started by Callan and the experiments
were conducted by Dai. Kim joined the project soon after and guided the direction of the experiments and provided
analytical insight. The paper writing was equally shared by the authors.
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3.1 experimental method

We define a system instance to be a partition of a corpus index and its corresponding resource
selection database for algorithms such as Rank-S [Kulkarni et al. 2012] or Taily [Aly et al. 2013].
Both Rank-S and Taily require that values be set for two system parameters. For Rank-S the two
key parameters are the size of the sample for the centralized index (the CSI), and the quantity
base used for the exponential discounting. Taily also requires two parameters to be specified: n ,
conceptually the depth of the result list used for estimating relevant document counts and v , the
score cut-off. The parameters used for Taily and Rank-S were suggested by Aly et al. [2013] and
Kulkarni et al. [2012]. They were n = 4 0 0 , v = 5 0 for Taily and B = 5 , CS I = 1% for Rank-S.

Our system instances were defined by a slight adaptation of a process defined by Kulkarni
and Callan [2010a] also used by Aly et al. [2013]. First, 500K documents were randomly sampled
from the corpus, K of those documents were selected to be seeds, and K-means clustering was
used to form clusters. Second, the remaining documents were projected onto the most similar
clusters to form index shards. Third, documents scoring lower than 50% in the Waterloo Fusion
spam scores [Cormack et al. 2011] were removed and a resource selection index was constructed.
The Rank-S resource selection index was formed from a 1% random sample of each cluster. The
Taily resource selection index is created deterministically. Thus, each system instance involved
2-3 random processes.

The experiments also tested Relevance-Based Ranking (RBR), an oracle resource selection algo-
rithm that ranks shards by the number of relevant documents that they contain. RBR makes it
possible to distinguish between different types of variance. For query q, RBR searched the average
number of shards that Rank-S and Taily searched for q.

Experiments were conducted on the ClueWeb09 Category A (CW09-A) corpus, which contains
500 million English web pages, and ClueWeb09 Category B (CW09-B), which contains 50 million
English web pages. Queries were from the TREC 2009–2012 Web Tracks: 4 sets of 50 queries.

Parameters were set to produce shards of 500K documents on average. Each CW09-A system
instance had 1000 shards; CW09-B system instances had 100 shards.

3.2 experiment results

The effects of random decisions during partitioning and indexing can be measured across query
sets or individual queries. Measuring across query sets provides information about the reliability
of metrics such as MAP and NDCG that are typically reported in research papers. Measuring
across individual queries provides information about the behavior that people will observe when
they use the system. The experiments below provide both types of measurement.

3.2.1 Variability for query sets

The first experiment examined how random decisions affect the ‘average case’ metrics typically
reported in research papers. It used three resource selection algorithms: Rank-S, which has a
random component; Taily, which is deterministic; and RBR, the oracle algorithm. Ten random
partitions were created for each dataset. Thus there were 2 datasets × 10 random partitions × 3

resource selection algorithms = 60 system instances. On average, Rank-S searched 3.91 CW09-A
shards and 3.75 CW09-B shards; Taily searched 2.58 CW09-A shards and 2.53 CW09-B shards;
and RBR searched 3.13 CW09-A shards and 2.80 CW09-B shards.
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Figure 2: Accuracy distribution of Rank-S and RBR system instances for the Web Track queries. Mid line
in boxes represents median. Outer edges of the boxes represent lower and upper quartiles, while
whiskers indicate 1.5 interquartile range. + indicates outliers. Blue dot is the performance of the
typical ‘search all shards’ baseline.

Retrieval accuracy was evaluated using three metrics: Precision at rank 10 (P@10), Normalized
Discounted Cumulative Gain at rank 100 (NDCG@100), and Mean Average Precision at rank 500

(MAP@500) for compatibility with prior research [Aly et al. 2013]. These metrics help capture the
performance of selective search at precision-oriented (P@10) tasks and more recall-oriented tasks
(NDCG@100 and MAP@500).

The distributions of measurements over each type of system instance and the ‘search all shards’
baseline are shown in Figure 2. Table 1 and Table 2 report the standard deviation and variance
coefficient of Rank-S and RBR system accuracy scores. Results for Taily and NDCG@100 were
similar to results for Rank-S and other metrics. The standard deviation is a common measure,
however it has two flaws: i) values produced by different metrics (e.g., P@10, MAP@500) cannot
be compared because it is not dimensionless; and ii) the importance of a given level of deviation de-
pends upon the value of the mean. The variance coefficient (VC) normalizes the standard deviation
by the mean, thus eliminating these flaws.

The Relevance-Based Ranking (RBR) was generally more accurate and had lower variance
across system instances than Rank-S and Taily, as expected. The one exception was the 2011

query set and the MAP@500 metric; Rank-S had lower variance than RBR under this condition.
This exception was caused by a small set of queries. Rank-S had consistently poor accuracy on
these queries, whereas RBR had greater accuracy but also greater variance.
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Table 1: Standard Deviation (SD) and Variance Coefficient (VC) of accuracy scores for Rank-S instances.

Query Set
CW09-B CW09-A

SD VC SD VC

Web Track 2009 2.22× 10−2
5.06% 2.00× 10−2

7.30%
Web Track 2010 2.11× 10−2

5.57% 1.50× 10−2
4.90%

Web Track 2011 1.52× 10−2
4.84% 1.51× 10−2

5.06%
Web Track 2012 1.79× 10−2

5.44% 1.54× 10−2
6.14%

(a) P@10

Query Set
CW09-B CW09-A

SD VC SD VC

Web Track 2009 7.77× 10−3
10.04% 6.65× 10−3

10.65%
Web Track 2010 7.56× 10−3

7.16% 3.31× 10−3
3.66%

Web Track 2011 8.52× 10−3
8.89% 7.67× 10−3

7.62%
Web Track 2012 7.17× 10−3

6.37% 7.96× 10−3
8.23%

(b) MAP@500

The experimental results suggest that there are two sources of variance in selective search:
Partitioning, and resource selection. RBR always selects the best shards, thus variance in RBR
results is due to differences in partitioning effectiveness. Rank-S and Taily use models (resource
selection indices) to make decisions about which shards to select for each query, however those
models are necessarily incomplete. The increases in variance for Rank-S and Taily as compared to
RBR are due to resource selection errors caused by weaknesses in the models of shard contents.

Selective search instances displayed differing levels of variability across different metrics. P@10

overall had a lower variance coefficient than MAP@500 (Table 1 and Table 2). Similar behavior is
observed for Taily instances. This behavior indicates that selective search is more stable at the top
of the ranking.

Rank-S is affected by one more random component than Taily, thus it might be expected to have
greater variability across system instances. Table 3 shows the variance coefficient of MAP@500 for
Rank-S and Taily across ten CW09-A system instances; similar behavior was observed across
all metrics for both collections. Taily only had lower variance than Rank-S on 1 of the 4 query
sets. These results might be considered surprising. The additional random component does not
appear to cause greater instability in Rank-S results. As far as we know, prior research has not
investigated the variability of results produced by sample-based and term-based algorithms such
as Rank-S and Taily.

3.2.2 Variability for queries

Ideally selective search would provide similar results for a given query regardless of which system
instance is used. The second experiment examined variability on a query-by-query basis.
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Table 2: Standard Deviation (SD) and Variance Coefficient (VC) of accuracy scores for RBR instances.

Query Set
CW09-B CW09-A

SD VC SD VC

Web Track 2009 1.38× 10−2
2.71% 1.05× 10−2

2.95%
Web Track 2010 1.16× 10−2

2.15% 9.73× 10−3
2.04%

Web Track 2011 1.36× 10−2
3.53% 1.31× 10−2

3.04%
Web Track 2012 5.39× 10−3

1.39% 9.73× 10−3
2.63%

(a) P@10

Query Set
CW09-B CW09-A

SD VC SD VC

Web Track 2009 3.56× 10−3
3.25% 3.54× 10−3

2.97%
Web Track 2010 3.87× 10−3

2.24% 2.46× 10−3
1.35%

Web Track 2011 1.10× 10−2
7.21% 9.47× 10−3

4.40%
Web Track 2012 3.53× 10−3

2.41% 4.97× 10−3
2.91%

(b) MAP@500

Table 3: Comparison of MAP@500 scores (CW09-A) for Rank-S and Taily instances.

Query Set
Mean Variance Coefficient

Rank-S Taily Rank-S Taily

Web Track 2009 0.062 0.065 10.65% 10.98%
Web Track 2010 0.090 0.087 3.66% 6.89%
Web Track 2011 0.101 0.084 7.62% 15.67%
Web Track 2012 0.097 0.085 8.23% 5.36%

We examined the variance of Average Precision of each query across Rank-S and Taily instances
on CW09-A and observed some highly variant queries in both Rank-S and Taily. Rank-S had 14

queries with AP standard deviation higher than 0.1; Taily had 17 such high variance queries.
High variance could be due to errors from the partitioning process or errors from resource

selection. To discover the source of the variance, a query-by-query experiment was conducted
with RBR on the same partitions. RBR does not make resource selection errors but is affected by
partitioning errors. Thus, if Rank-S, Taily, and RBR all have trouble with a query, the problem is
likely to be partitioning.

Figure 3 shows the average precision (AP) of each query for ten RBR system instances. A
notable observation is that most of the queries have stable AP; 177 of the 200 queries had a
standard deviation of less than 0.05. However, there were a few queries with very high variance
that contributed most of the average variance.
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Figure 3: Average Precision of RBR instances for Web Track queries. Each data point is a box and whisker
plot with the edges of the boxes representing the upper and lower quantiles, the mid line the
median, and the whiskers the 1.5 interquartile range. + are outliers.

Whether the query is variable or stable remained mostly consistent across RBR, Rank-S, and
Taily. While there were some highly variable queries in RBR that were not so in Taily and Rank-S,
these were difficult queries (low ‘search all shards’ search accuracy), and had nearly zero AP@500

in Rank-S and Taily. All easy queries with high variance in RBR also had high variance in Rank-S
and Taily. The consistency across RBR, Rank-S and Taily suggests that errors from the partitioning
stage are a major source of variance of selective search accuracy; however, most of that variation
comes from a small number of queries.

We investigated why some partitions performed much better than others on the high variance
queries. One might expect that ‘good’ partitions group relevant documents into fewer shards.
However, in all of our partitions, relevant documents were distributed across a small number of
shards. Typically the 3 most relevant shards contained more than 60% of the relevant documents,
which is consistent with the standards of most prior federated search research. Furthermore, in
this experiment, all ten instances retrieved 100% of the relevant documents for 4 of the 5 most
variant queries. However, these queries had AP values ranging from values similar to exhaustive
search to as much as ten times better than exhaustive search.

An examination of the queries with unusually high AP in the RBR experiment revealed that
the relevant documents and the most likely false positives were in different shards. Thus, the
combination of partitioning and resource selection ‘filtered out’ non-relevant documents that oth-
erwise would have been ranked highly. Although this behavior might seem desirable, it occurred
because the partitioning process incorrectly assigned relevant documents to shards that contained
documents that were largely dissimilar to the relevant documents. This poor clustering made it
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nearly impossible for Rank-S and Taily to identify which shards contained relevant documents
due to the overwhelming number of dissimilar documents in the shard. RBR, which knows the
number of relevant documents in each shard, had no such problem.

Figure 3 also indicates that different query sets produced different levels of variability. The 2011

query set was notably more unstable than the others. Among the 24 queries with AP standard
deviation higher than 0.05, 14 were from TREC 2011. We believe that this difference is due to the
other three query sets using topics of medium-to-high frequency, while TREC 2011 used more
obscure topics [Clarke et al. 2011]. Our results indicate that the type of query has an impact
on not only the average accuracy of a system, but also the variance of a system with random
components. Topic-based partitioning may produce stable results for common topics, but may
need improvement for queries about rare topics.

3.3 summary

Understanding the variance of selective search effectiveness is critical for evaluating and improv-
ing selective search. To answer RQ 1, this chapter explored selective search variance and the
effects of document collections, resource selection algorithms, and query characteristics. Parti-
tioning and resource selection processes both introduced variance into search behavior, however
in our experiments the effect on most queries was not large. Results were more stable at the top
of the ranking, but variance at rank 500 was not unreasonable, especially for an architecture that
avoids searching most of the index.

Rank-S and Taily produced nearly equal variance, which might be considered surprising given
that Rank-S has one more random component than Taily.

Most of the variance observed in our per-query experiments was caused by a small number
of queries – typically, rare queries. In some instances the partitioning process correctly grouped
relevant documents together, but placed them in unrepresentative shards, which caused poor
resource selection. This behavior may indicate the need for partitioning processes more sophisti-
cated than simple K-means clustering.

Overall, our results show that selective search has reasonable variance and that the accuracy
claims about the architecture can be trusted. The next chapter will address whether the efficiency
claims of selective search can be trusted in combination with optimization techniques that may
be encountered in the real world.





4
D Y N A M I C O P T I M I Z AT I O N 1

Efficient production search engines are likely to include optimization techniques. Dynamic prun-
ing algorithms such as Weighted AND (WAND) [Broder et al. 2003] and term-bounded max score
(TBMS) [Strohman et al. 2005] improve the computational efficiency of retrieval systems by elim-
inating or early-terminating score calculations for documents which cannot appear in the top-k
of the final ranked list.

But topic-based partitioning and resource selection change the environment in which dynamic
pruning is performed, and query term posting lists are likely to be longer in shards selected by
the resource selection algorithm than in shards that are not selected. As well, each topic-based
shard should contain similar documents, meaning that it might be difficult for dynamic pruning
to distinguish amongst them using only partial score calculations. Conversely, the documents in
the shards that were not selected for search might be the ones that a dynamic pruning algorithm
would have bypassed if it had encountered them. That is, while the behavior of dynamic pruning
algorithms on randomly-organized shards is well-understood, the interaction between dynamic
pruning and the topic-based shards used by selective search is not. As an extreme position, it
might be argued that selective search is simply achieving the same computational savings that
dynamic pruning would have produced, but incurs the additional overhead of clustering the
collection and creating the shards.

To address these concerns, we investigate the behavior of the well-known Weighted AND
(WAND) dynamic pruning algorithm in the context of selective search, considering two research
questions:

RQ 2 Does dynamic pruning improve selective search, and if so, why?

RQ 3 Can the efficiency of selective search be improved further using a cascaded pruning threshold during
shard search?

4.1 related work

Weighted AND (WAND) is a dynamic pruning algorithm that only scores documents that may
become one of the current top k based on a preliminary estimate [Broder et al. 2003]. Dimopoulos
et al. [2013] developed Block-Max WAND (BM-WAND) in which continuous segments of postings
data are bypassed under some circumstances by using an index where each block of postings

1 This chapter is a lightly-revised version Yubin Kim, Jamie Callan, J. Shane Culpepper, and Alistair Moffat. Does
selective search benefit from WAND optimization? In Advances in Information Retrieval: 38th European Conference on IR
Research, pages 145–158, 2016 and reuses text jointly written by all authors. Kim designed and ran the experiments and
generated the figures for the paper.
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Figure 4: Distribution of shard sizes, with a total of 100 shards.

has a local maximum score. Petri et al. [2013] explored the relationship between WAND-style
pruning and document similarity formulations. They found that WAND is more sensitive than
BM-WAND to the document ranking algorithm. If the distribution of scores is skewed, as is
common with BM25, then WAND alone is sufficient. However, if the scoring regime is derived
from a language model, then the distribution of scores is top-heavy, and BM-WAND should
be used. Rojas et al. [2013] presented a method to improve performance of systems combining
WAND and a distributed architecture with random shards.

Term-Bounded Max Score (TBMS) [Strohman et al. 2005] is an alternative document-at-a-time
dynamic pruning algorithm that is currently used in the Indri Search Engine. The key idea of
TBMS is to precompute a “topdoc” list for each term, ordered by the frequency of the term in the
document, and divided by the document length. The algorithm uses the union of the topdoc lists
for the terms to determine a candidate list of documents to be scored. The number of documents
in the topdoc list for each term is experimentally determined, a choice that can have an impact on
overall performance. Kulkarni and Callan [2015] explored the effects of TBMS on selective search
and traditional distributed search architectures. Based on a small set of queries they measured
efficiency improvements of 23-40% for a traditional distributed search architecture, and 19-32%
for selective search, indicating that pruning can improve the efficiency of both approaches.

4.2 experiments

The observations of Kulkarni and Callan [2015] provide evidence that dynamic pruning and
selective search can be complementary. Our work extends that exploration in several important
directions. First, we investigate whether there is a correlation between the rank of a shard and
dynamic pruning effectiveness for that shard. A correlation could imply that dynamic pruning
effectiveness depends on the number of shards searched. We focus on the widely-used WAND
pruning algorithm, chosen because it is both efficient and versatile, particularly when combined
with a scoring function such as BM25 that gives rise to skewed score distributions [Dimopoulos
et al. 2013; Petri et al. 2013].

Experiments were conducted using the ClueWeb09 Category B dataset, containing 50 million
web documents. The 100 topical shards from Section 3.1 were used, but spam documents were
kept in the index for a larger index size, so that it provides clearer signals about changes in
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Figure 5: Correlation between the number of postings processed for a query and the time taken for query
evaluation. Data points are generated from MQT queries using both WAND and full evaluation,
applied independently to all 100 topical shards and all 100 random shards. In total, 756× 200×
2 ≈ 300,000 points are plotted.

efficiency. The index was stopped using the default Indri stoplist and stemmed using the Krovetz
stemmer.

A second partition of 100 random shards was also created, a system in which exhaustive “all
shards” search is the only way of obtaining effective retrieval. Each shard in the two systems was
searched using BM25, with k1 = 0.9, b = 0.4, and global corpus statistics for idf and average
document length.2 BM25 was chosen over the language model scores typically used by Indri
because WAND has reduced effectiveness on systems using language model scoring [Petri et al.
2013].

Each selected shard returned its top 1,000 documents, which were merged by score to produce
a final list of k = 1,000 documents. In selective search, deeper ranks are necessary because most of
the good documents may be in one or two shards due to the term skew. Also, deeper k supports
learning-to-rank algorithms. Postings lists were compressed and stored in blocks of 128 entries
using the FastPFOR library [Lemire and Boytsov 2015], supporting fast block-based skipping
during the WAND traversal.

Two resource selection algorithms were used: Taily [Aly et al. 2013] and Rank-S [Kulkarni
et al. 2012]. The parameters for Taily (n = 400, v = 50) and Rank-S (B = 5, CSI = 1%) remain
unchanged from Section 3.1. We were unable to find parameters that consistently yielded better
results than the original published values.

We conducted evaluations using the first 1,000 unique queries from each of the AOL query
log and the TREC 2009 Million Query Track. We removed single-term queries, which do not
benefit from WAND, and queries where the resource selection process did not select any shards.
Removing single-term queries is a common procedure for research with WAND [Broder et al.
2003] and allows our results to be compared with prior work. That left 713 queries from the AOL
log, and 756 queries from MQT, a total of 1,469 queries.

2 The values for b and k1 are based on the parameter choices reported for Atire and Lucene in the 2015 IR-
Reproducibility Challenge, see github.com/lintool/IR-Reproducibility.

github.com/lintool/IR-Reproducibility
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Figure 6: Ratio of savings achieved by WAND as a function of the total postings length of each query in
the AOL set, measured on a per shard basis. A total of 100× 713 ≈ 71,000 points are plotted.
Queries containing only rare terms derive little benefit from WAND.

Our focus in this chapter is on the efficiency of shard search, rather than resource selection.
To compare the efficiency of different shard search methods, we count the number of postings
scored, a metric that is strongly correlated with total processing time [Broder et al. 2003], and
is less sensitive to system-specific tuning and precise hardware configuration than is measured
execution time. As a verification of this relationship, Figure 5 shows the correlation between
processing time per query, per shard, and the number of postings evaluated. There is a strong
linear relationship; note also that more than 99.9% of queries completed in under 1 second with
only a few extreme outliers requiring longer.

4.2.1 Pruning effectiveness of WAND on topical shards

The first experiment investigated how WAND performs on the topical shards constructed by
selective search. Each shard was searched independently, as is typical in distributed settings –
parallelism is crucial to low response latency. w, the number of posting evaluations required in
each shard by WAND-based query evaluation was recorded. The total length of the postings for
the query terms in the selected shards was also recorded, and is denoted as b, representing the
number of postings processed by an unpruned search in the same shard. The ratio w/b then
measures the fraction of the work WAND carried out compared to an unpruned search. The
lower the ratio, the greater the savings. Values of w/b can then be combined across queries in
two different ways: micro- and macro-averaging. In micro-averaging, w and b are summed over
the queries and a single value of w/b is calculated from the two sums. In macro-averaging, w/b
is calculated for each query, and averaged across queries. The variance inherent in queries means
that the two averaging methods can produce different values, although broad trends are typically
consistent.

Figure 6 and Table 4 provide insights into the behavior of macro- and micro-averaging. Figure 6

uses the AOL queries and all 100 topical shards, plotting w/b values on a per query per shard
basis as a function of the total length of the postings lists for that query in that shard. Queries
involving only rare terms benefit much less from WAND than queries with common terms. Thus,
the macro-average of w/b is higher than the micro-average. Micro-averaging more accurately
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WAND postings cost ratio WAND runtime cost ratio

Topical shards Random shards Topical shards Random shards

AOL micro-averaged 0.35 0.34 0.36 0.38

MQT micro-averaged 0.36 0.36 0.39 0.43

AOL macro-averaged 0.51 0.52 0.51 0.53

MQT macro-averaged 0.60 0.63 0.58 0.63

Table 4: Ratio of per shard per query postings evaluated and per shard per query execution time for
WAND-based search, as ratios relative to unpruned search, averaged over 100 topical shards and
over 100 randomized shards, and over two groups each of 700+ queries. The differences between
the Topical and Random macro-averaged ratios are significant for both query sets and both mea-
sures (paired two-tailed t-test, p < 0.01).

Shards searched
WAND postings cost ratio WAND runtime cost ratio

Selected Non-selected Selected Non-selected

Taily AOL 3.1 0.32 0.35 0.36 0.36

Taily MQT 2.7 0.23 0.37 0.30 0.40

Rank-S AOL 3.8 0.27 0.36 0.30 0.37

Rank-S MQT 3.9 0.24 0.37 0.30 0.40

Table 5: Average number of shards searched, and micro-averaged postings ratios for those selected shards
and for the complement set of shards, together with the corresponding query time cost ratios, in
each case comparing WAND-based search to unpruned search. Smaller numbers indicate greater
savings.

represents the total system savings, whereas macro-averaging allows paired significance testing.
We report both metrics in Table 4. The second pair of columns gives millisecond equivalents of
w/b, to further validate the postings-cost metric. These values are micro- and macro-averaged
wt/bt ratios, where wt is the time in milliseconds taken to process one of the queries on one
of the 100 shards using WAND, and bt is the time taken to process the same query with a full,
unpruned search. A key result of Table 4 is that WAND is just as effective across the full set of
topical shards as it is on the full set of randomly formed shards. Moreover, the broad trend of
the postings cost ratios – that WAND avoids nearly half of the postings – is supported by the
execution time measurements.

4.2.2 WAND and resource ranking interactions

The second experiment compares the effectiveness of the WAND algorithm on the shards that
the resource ranking algorithm would, and would not, select in connection with each query. The
Taily and Rank-S resource selection algorithms were used to determine which shards to search.
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WAND postings cost ratio WAND runtime cost ratio

Selected Non-selected Selected Non-selected

Taily AOL 0.42 0.52 0.45 0.52

Taily MQT 0.52 0.61 0.53 0.59

Rank-S AOL 0.42 0.53 0.44 0.52

Rank-S MQT 0.52 0.61 0.53 0.60

Table 6: As for Table 5, but showing macro-averaged ratios. All differences between selected and non-
selected shards are significant (paired two-tailed t-test, p < 0.01).

For each query the WAND savings were calculated for the small set of selected shards, and the
much larger set of non-selected shards.

Table 5 lists micro-averaged w/b ratios, and Table 6 the corresponding macro-averaged ratios.
While all shards see improvements with WAND, the selected shards see a greater efficiency gain
than the non-selected shards, reinforcing our contention that resource selection is an important
component in search efficiency. When compared to the ratios shown in Table 4, the selected shards
see substantially higher benefit than average shards; the two orthogonal optimizations generate
better-than-additive savings.

Figure 7a shows the distribution of the individual per query per shard times for the MQT query
set, covering only the shards chosen by the two resource selection processes, in the first four con-
figurations. The fifth exhaustive search configuration includes data for all of the 100 randomly-
generated shards making up the second system, and is provided as a reference point. Figure 7b
gives numeric values for the mean and median of each of the five distributions. When WAND
is combined with selective search, it both reduces the average time required to search a shard
and also reduces the variance of the query costs. Note the large differences between the mean
and median query processing times for the unpruned search and the reduction in that gap when
WAND is used; this gain arises because query and shard combinations that have high processing
times due to long postings lists are the ones that benefit most from WAND. Therefore, in typi-
cal distributed environments where shards are searched in parallel, the slowest, bottleneck shard
will benefit the most from WAND and may result in additional gains in latency reduction. Fur-
thermore, while Figure 7 shows similar per shard query costs for selective and exhaustive search,
the total work associated with selective search is substantially less than exhaustive search because
only 3–5 shards are searched per query, whereas exhaustive search involves all 100 shards. Taken
in conjunction with the previous tables, Figure 7 provides clear evidence that WAND amplifies
the savings generated by selective search, answering the first part of RQ 2 with a “yes”. In addi-
tion, these experiments have confirmed that execution time is closely correlated with measured
posting evaluations. The remaining experiments utilize postings counts as the cost metric.

We now consider the second part of RQ 2 and seek to explain why dynamic pruning improves
selective search. Part of the reason is that the postings lists of the query terms associated with
the highly ranked shards are longer than they are in a typical randomized shard. With these
long postings lists, there is more opportunity for WAND to achieve early termination. Figure 8

shows normalized final heap-entry thresholds, or equivalently, the similarity score of the 1,000 th
ranked document in each shard. The scores are expressed as a fraction of the maximum document
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(a)

Mean Median

Rank-S Full 85.0 13.0
Rank-S WAND 28.5 11.3

Taily Full 134.0 34.2
Taily WAND 42.7 23.6

Exhaustive WAND 26.6 21.8

(b)

Figure 7: Distribution of query response times for MQT queries on shards: (a) as a box plot distribution,
with a data point plotted for each query-shard pair; (b) as a table of corresponding means and
medians. In (a), the center line of the box indicates the median, the outer edges of the box the first
and third quartiles, and the blue circle the mean. The whiskers extend to include all points within
1.5 times the inter-quartile range of the box. The graph was truncated to omit a small number of
extreme points for both Rank-S Full and Taily-Full. The maximum time for both these two runs
was 6,611 ms.

score for that query across all shards, then plotted as a function of the resource selector’s shard
ranking using Taily, averaged over queries. Shards that Taily did not score because they did not
contain any query terms were ordered randomly. For the AOL log the 1,000 th document in the
shard ranked highest by Taily attains, on average across queries, a score that is a little over 80%
of the maximum score attained by any single document for that same query. The downward
trend in Figure 8 indicates that the resource ranking process is effective, with the high heap-entry
thresholds in the early shards suggesting – as we would hope – that they contain more of the
high-scoring documents.

To further illustrate the positive relationship between shard ranking and WAND, w/b was
calculated for each shard in the per query shard orderings, and then micro-averaged at each
shard rank. Figure 9 plots the average as a function of shard rank, and confirms the bias towards
greater savings on the early shards – exactly the ones selected for evaluation. As a reference point,
the same statistic was calculated for a random ordering of the randomized shards (random since
no shard ranking is applied in traditional distributed search), with the savings ratio being a near-
horizontal line. If an unpruned full search were to be plotted, it would be a horizontal line at
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Figure 8: Normalized 1,000 th document scores from shards, averaged over queries and then shard ranks,
and expressed as a fraction of the collection-wide maximum document score for each correspond-
ing query. The score falls with rank, as fewer high-scoring documents appear in lower-ranked
shards.
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Figure 9: The micro-average w/b ratio for WAND postings evaluations, as a function of the per query
shard rankings assigned by Taily. Early shards generate greater savings.

1.0. The importance of resource selection to retrieval effectiveness has long been known; Figure 9

indicates that effective resource selection can improve overall efficiency as well.

4.2.3 Improving efficiency with cascaded pruning thresholds

In the experiments reported so far, the rankings were computed on each shard independently,
presuming that they would be executing in parallel and employing private top-k heaps and pri-
vate heap-entry thresholds, with no ability to share information. This approach minimizes search
latency when multiple machines are available, and is the typical configuration in a distributed
search architecture. An alternative approach is suggested by our second research question: what
happens if the shards are instead searched sequentially, passing the score threshold and top-k
heap from each shard to the next? The heap-entry score threshold is then non-decreasing across
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Figure 10: Normalized 1,000 th document scores from shards relative to the highest score attained by any
document for the corresponding query, micro-averaged over queries, assuming that shards are
processed sequentially rather than in parallel, using the Taily-based ordering of topical shards
and a random ordering of the same shards.
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Figure 11: Ratio of postings evaluated by WAND for independent shard search versus sequential shard
search, AOL queries with micro-averaging. Shard ranking was determined by Taily.

the shards, and additional savings should result. While this approach would be unlikely to be
used in an interactive system that demands low latency, it provides an upper bound on the ef-
ficiency gains that are possible if a single heap was shared by all shards, and would increase
throughput when limited resources are available and latency is not a concern: for example, in
off-line search and text analytics applications.

Figure 10 demonstrates the threshold in the sequential WAND configuration, with shards or-
dered in two ways: by Taily score, and randomly. The normalized threshold rises quickly towards
the maximum document score through the first few shards in the Taily ordering, which is where
most of the documents related to the query are expected to reside. Figure 11 similarly plots the
w/b WAND savings ratio at each shard rank, also micro-averaged over queries, and with shard
ordering again determined by the Taily score. The independent and sequential configurations
diverge markedly in their behavior, with a deep search in the latter processing far fewer post-
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ings than a deep search in the former. The MQT query set displayed similar trends. Sharing the
dynamic pruning thresholds has a large effect on the efficiency of selective search.

Our measurements suggest that a hybrid approach between independent and sequential search
could be beneficial. A resource-ranker might be configured to underestimate the number of shards
that are required, with the understanding that a second round of shard ranking can be instigated
in situations where deeper search is needed, identified through examining the scores or the quan-
tity of documents retrieved. When a second wave of shards is activated, passing the maximum
heap-entry threshold attained by the first-wave process would reduce the computational cost.
If the majority of queries are handled within the first wave, a new combination of latency and
workload will result.

4.3 summary

To date there has been only limited consideration of the interaction between dynamic pruning and
selective search [Kulkarni and Callan 2015], and it has been unclear whether dynamic pruning
methods improve selective search, or whether selective search is capturing some or all of the same
underlying savings as pruning does, just via a different approach.

This chapter explores WAND dynamic pruning using a large dataset and two different query
sets to answer RQ 2. In contrast to Kulkarni’s findings with TBMS [Kulkarni and Callan 2015],
we show that WAND-based evaluation and selective search generate what are effectively inde-
pendent savings, and that the combination is more potent than either technique is alone – that
is, that their interaction is a positive one. In particular, when resource selection is used to choose
query-appropriate shards, the improvements from WAND on the selected shards is greater than
the savings accruing on random shards, confirming that dynamic pruning further improves se-
lective search – a rare situation where orthogonal optimizations are better-than-additive. We also
demonstrated that there is a direct correlation between the efficiency gains generated by WAND
and the shard’s ranking. While it is well-known that resource selection improves effectiveness,
our results suggest that it can also improve overall efficiency too.

Finally, two different methods of applying WAND to selective search were compared and we
found that passing the top-k heap through a sequential shard evaluation greatly reduced the vol-
ume of postings evaluated by WAND, answering RQ 3 in the affirmative. The significant differ-
ence in efficiency between this approach and the usual fully-parallel mechanism suggests avenues
for future development in which hybrid models are used to balance latency and throughput in
novel ways.

The results of this chapter show that selective search remains efficient in conjunction with
a well-known dynamic optimization technique. With assurances on accuracy and efficiency in
hand, we now move on to solving problems in the natural use-case of selective search, that of
serving as a fast, first-stage retrieval system in a multi-pipeline retrieval architecture.
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R E S O U R C E S E L E C T I O N W I T H WA N D

Prior work [Kulkarni 2013; Aly et al. 2013; Dai et al. 2016] showed that while selective search
is equivalent to exhaustive search for shallow metrics (e.g. P@10), it performs worse for recall-
oriented metrics (e.g. MAP) under commonly studied parameter settings. This is a problem
because multi-stage retrieval systems apply re-ranking operations to a base retrieval, which can
require deep result lists [Macdonald et al. 2013]. Poor recall prevents selective search from being
used as an efficient first-stage retrieval in a multi-stage search system. This motivates us to design
a more accurate resource selection.

Block-Max WAND (BM-WAND) [Dimopoulos et al. 2013] is an extension of WAND, a dynamic
pruning algorithm which skips evaluating sections of the postings list during query time when
those segments are guaranteed not to contain high scoring documents. In order to accomplish
this, at index time BM-WAND segments a term posting list into blocks that span n documents
each and stores the local maximum term score found in the block as the block max score. This
provides information on the term score distribution of the postings which may be useful for
resource selection. This chapter shows that using BM-WAND statistics for resource selection is a
light-weight solution to some resource selection tasks that does not require gathering additional
corpus statistics or building a resource selection database. To summarize, our research question
is:

RQ 4 Can BM-WAND information be used to design an effective resource selection algorithm?

5.1 methods

At first glance, it seems obvious that the maximum term scores stored by BM-WAND could be
used to model term distributions in a shard and thus be used for resource selection. However, a
naive implementation of BM-WAND is less helpful than expected.

Typically, BM-WAND gathers the statistics it needs from a postings list from the index without
any special sorting operations. Consequently, the documents in the postings list are in the order
that was supplied to the search index at index time, which is usually random or approximately
grouped by the source domains of the documents. The shards used in this work roughly ordered
the documents by source and preliminary experiments found that source ordering was not ideal.
We found that the block max scores calculated from the source ordered postings list contained
very little signal for the actual term score distribution of the documents in the list.

Figure 12 shows the block max scores of the term obama for a topical shard that was highly
ranked for the query obama family tree where the postings list was in source order. The distribu-
tion of scores in this document order was near random, which is typical. When the max scores
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Figure 12: Comparison of impact ordered posting list and source ordered posting list block max score
distributions of the term obama in a top shard for the query obama family tree (shard 57). Block
size is n = 128.

were calculated from each block, it formed a flat distribution with little variation, which was not
representative of the full range of document scores.

Alternatively, the documents in a postings list can be sorted in impact ordering [Anh and Moffat
2002]. In this ordering, a term’s postings list is sorted such that the highest scoring documents for
that term appear first in the list. As seen in Figure 12, the block max scores calculated from this
ordering give much better insight into the distribution of document scores for the term across
the shard. Furthermore, block max scores of impact ordered lists have a clear intuitive meaning;
the block max score of the first block is the score of the highest scoring document for the term
in that shard, the block max score of the second block using size n is the score of the n+ 1’th
highest scoring document for the term, etc. Therefore, we use block max scores for impact ordered
posting lists over source order posting lists in our experiments.

Initially, we experimented with a range of query lengths and attempted to handle multi-term
queries in two different ways. In the first method, for a given shard, a score was generated for each
query term and then the whole query score was produced by adding the individual term scores.
In the second method, we sought to better capture term co-occurrence using source-ordered
posting lists, where document ordering is consistent across all terms. We identified the blocks
where the query terms overlapped and calculated the density of the maximum possible score
for the overlapped blocks, as defined by the maximum score possible in the overlapped block
divided by the number of documents in that block.

Neither of these methods produced good results. Our hypothesis was that we were mishandling
merging information across terms in multi-term queries rather than an innate lack of signal in the
block max scores. In order to test this hypothesis, we narrowed our focus to single term queries.
It is true that for single term queries, the best shards to search can be pre-computed based on the
top scoring documents for the term. However, the goal of this work is exploratory, to gauge the
usefulness of block max scores and lay the foundation for future work to merge the term scores
to serve multi-term queries as well.

We compared two methods of using block max scores for shard selection of single term queries.
The first method, second score, orders the shards by the score of second highest block, where the
block size n = 128. In a single term query, this is equivalent to ranking the shards by the score of
the 129th highest scoring document from that shard. After the shards were ranked, a static cut-off
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Algorithm 1 Multi-size second scores (M3S) algorithm for shard selection.

k = input threshold . document ranking length
N = {1, 2, 4, 8, 16, 32, 64, 128} . block size steps used
S = {} . set of selected shards
B = {bni,s | ∀ni ∈ N,∀s ∈ all shards} . all second score blocks from all shards
k̂ = 0 . estimated number of top scoring documents in S
while k̂ < k do
bni,s = block with highest max score in B
add shard s to S
remove bni,s from B

k̂ = k̂+ni −ni−1 . where n0 is defined as 0 for convenience
return S
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Figure 13: An example of the multi-size second scores method. If k = 2, b1,1 is the first block selected
(k̂ = 1), then b1,2 (k̂ = 2) resulting in shard 1 being selected for search, as ideal. However, if
k = 3, b2,1 (k̂ = 3) is also selected, resulting in both shards being selected for search even though
shard 2 is unnecessary.

was applied. In our experiments, we used a cut-off of 3 and 5 in order to produce comparable re-
sults to Taily and Rank-S, two state-of-the-art resource selection algorithms to which we compare
our method.

The second method, multi-size second scores (M3S), extends the above idea by using block max
scores from blocks of different sizes. Rather than using a single data point to represent a shard’s
worth, the block max scores of the second highest block of block sizes N = {1, 2, 4, 8, 16, 32, 64, 128}
are collected. (Alternatively, this is equivalent to sampling the score of the impact ordered posting
list at document rank 2, 3, 5 etc.) These block max scores are then pooled and blocks with the
highest scores are selected and removed from the pool. Each selected block of size ni contributes
ni − ni−1 additional documents to the estimated ranked list. Because of the impact ordered
postings list, it is impossible that a block of a larger size would be selected before a block of a
smaller size from the same shard. Therefore, a new block contributes additional documents equal
to its size less the total number of documents already contributed by the shard, i.e. the size of a
block of one size step lesser. This process continues until the estimated ranked list size exceeds
a threshold, k. Then, all shards represented by the selected blocks become the set of shards to
search. This algorithm is summarized in Algorithm 1.

The M3S method uses the block max scores to attempt to find all shards represented in the
top-k of a document ranking created by exhaustive search. In the example shown in Figure 13,
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for a desired k = 2, the algorithm first selects b1,1 (k̂ = 1), then b1,2 (k̂ = 2) and stops, resulting
in shard 1 being selected for search.

In practice, the algorithm may select more shards than necessary. If the desired k = 3 in Fig-
ure 13, the algorithm would select an additional block b2,1 (k̂ = 3) before halting. This results in
both shard 1 and 2 being selected even though the true top 3 documents all reside in shard 1.

Unlike the second score method, M3S can select a different number of shards for each query.
In practice, M3S selects a large number of shards because there are many shards that contribute
only one or two documents to the final result list. Thus, we also explored a static cut-off variation,
in which shards are sorted by the number of documents they are estimated to contribute to the
top-k and a static cut-off of 3 or 5 is applied, similar to the setup for the second scores method.
In our experiments, we set k = 100 unless otherwise specified.

5.2 experimental setup

The experiments were carried out with the ClueWeb09 Category B dataset, which includes 50
million English documents, and single term queries from the TREC Web track query set from
2009–2012, a total of 58 queries with relevance judgments.

The dataset was clustered into 296 topical shards using the SB2 K-means clustering algorithm
[Kulkarni 2013], which is a refinement in shard creation methodology from the method used
in Section 3.1 and Section 4.2. The method initially formed 200 shards then in a second step
reclustered the largest shards to smaller pieces in order to balance the shard sizes. The larger
number of shards used for the dataset compared to previous experiments was due to the fact that
that smaller shards produced more accurate results [Dai et al. 2016].

The shards were searched using BM25 with similar settings as Section 4.2: k1 = 0.9, b = 0.4,
and using the global corpus statistics for idf and average document length. BM25 was chosen
for its simple operator for combining term scores (i.e. addition) and because it is known to work
well with WAND. Each shard returned 1, 000 results and the top 1, 000 documents from the final
merged list were used to calculate effectiveness metrics.

The baselines are exhaustive search, i.e. the effectiveness gained by searching the entire corpus,
and two state-of-the-art resource selection algorithms, Taily [Aly et al. 2013] and Rank-S [Kulkarni
et al. 2012]. Exhaustive search was performed using BM25 with the same parameters as above.
The parameters used for Taily and Rank-S were the best parameters as reported by Aly et al.
[2013] (nc = 400, v = 50) and Kulkarni [2013] (base = 5,CSI = 1%).

Statistical significance testing was performed with a non-inferiority test commonly used in
the medical field to test that two treatments have similar effectiveness. In this test, rather than
testing to reject the null hypothesis H0 : µA = µB, we test to reject H ′

0 : µA − µB > δ for some
small margin, δ. Intuitively, by rejecting H ′

0 we accept the alternative hypothesis, which is that
any reduction of performance in system B compared to system A is inconsequential. Note that if
δ = 0, H ′

0 tests for the statistical superiority of system B. Jayasinghe et al. [2015] presents a more
thorough treatment of the subject of equivalence testing in IR systems. In our experiments, we set
the margin δ to 5% and 10% of the mean of the system A.

5.3 experiments

Table 7 presents the results of the experiments. We first present the exhaustive search result,
which is the target that the resource selection algorithms attempt to meet and is the system used
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Table 7: The results of second scores and M3S resource selection methods with different cut-off alternatives
compared to exhaustive search and state of the art resource selection algorithm baselines for 58

single term queries. Avg shards shows the average number of shards selected for each query.
For the M3S, k = 100 unless otherwise specified. * indicates method is within a 10% margin of
exhaustive search using a non-inferiority test with p = 0.05. + indicates result is within a 5%
margin.

Avg shards P@10 NDCG@30 MAP@1000

Exhaustive - 0.2741 0.1724 0.0903

Taily 2.78 0.2810 0.1797 0.0756

M3S (3 shards) 3 0.2948* 0.1856* 0.0769

2nd Score (3 shards) 3 0.2983* 0.1711 0.0727

Rank-S 4.76 0.2776 0.1690 0.0666

M3S (5 shards) 5 0.2948+* 0.1947+* 0.0815

2nd Score (5 shards) 5 0.3207+* 0.1927+* 0.0855

M3S 29 0.2741+* 0.1728+* 0.0873*
M3S (k = 1000) 135 0.2741+* 0.1724+* 0.0903+*

as the basis of comparison in all non-inferiority testing. The following two groupings of results
present our methods compared to two state-of-the-art resource selection baselines. A static cut-off
was applied such that our methods search an equivalent number of shards to the baseline. This
ensures that the accuracy of the results are presented for an equivalent efficiency level in the
shard search step. The last group are two versions of the M3S method with different k settings
that were allowed select a different number of shards for each query.

Taily performs slightly better than Rank-S in single term queries across all metrics, whereas
we have previously seen Rank-S outperform Taily when using the full query set (see Table 14).
This result is expected, given that Rank-S has more information about term co-occurrence from its
sample index, whereas Taily uses an explicit term independence assumption in its estimation. The
results of Table 7 show that while Taily and Rank-S have lower accuracy in MAP@1000, they have
similar or higher mean accuracies to exhaustive search when using shallow metrics. However,
the results fail the non-inferiority test at both 5% and 10% margins, indicating that we cannot
conclude that the Taily and Rank-S do not perform significantly worse than exhaustive search,
even for shallow metrics.

When searching a similar number of shards as Taily and Rank-S, second score produced com-
parable results to Taily and more accurate results than Rank-S. M3S was more accurate than both
Taily and Rank-S. The strong performance in precision metrics is unsurprising, as both second
score and M3S explicitly focus on shards that deliver top-ranked documents. Unlike Taily and
Rank-S, second score and M3S were statistically non-inferior to exhaustive search in precision-
oriented metrics (P@10 and NDCG@30) in most cases, which allows us to conclude that resource
selection using these methods produces results that are as accurate as exhaustive search.

In MAP@1000, a recall-oriented metric, while M3S using cut-offs performed better than Taily
and Rank-S, it failed the non-inferiority test. When the full set of selected shards is searched
for M3S (i.e. 29 on average for k = 100 and 135 on average for k = 1000), the results pass the
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non-inferiority test for MAP as well. Full M3S also passes the non-inferiority test for both P@10

and NDCG@30, even though the mean for these metrics is sometimes lower than that of Taily or
Rank-S. This is due to the variance of the systems. While Taily and Rank-S sometimes perform
better than exhaustive search, they perform worse in more queries. For P@10, the win-loss ratio
of Taily compared to exhaustive search is 15 wins and 17 losses. For Rank-S, it is 20 wins and
22 losses. However, M3S exactly replicates the exhaustive search ranking to these depths and
produces a 0 win 0 loss record, passing the non-inferiority test unlike Taily and Rank-S. While
M3S does not have a higher mean performance, the results are stable and would be particularly
useful in systems that have a high penalty for missing documents, such as web search systems
that use re-ranking algorithms.

The amount of shards searched for M3S may seem large, but it is only necessary for tasks
requiring high recall. Otherwise, searching 5 shards is sufficient for shallower metrics such as
P@10 and NDCG@30. We can also compare the number of shards searched for M3S to that of
an oracle method. If one had perfect knowledge of which documents would appear in the top-
k results of the final result list and which shards they came from, one can construct the ideal,
minimum set of shards required to exactly reproduce the final ranked list. Compared to this ideal
minimum, the number of shards selected by M3S is quite reasonable, especially for the k = 100

configuration. The oracle method selects an average of 22 shards for k = 100 and an average of
87 shards for k = 1000.

The efficiency of the resource selection methods used in this chapter are independent of the
shard search step and do not vary with the shard cut-offs. In the order of increasing latency, the
efficiency of the algorithms are as follows: second score < Taily < M3S << Rank-S. That is, the
second score method is the most efficient and Rank-S, the least. For every shard-term pair, the
second score method stores one value (the score of the second block), Taily stores two values (the
nc and v parameters), and M3S stores eight values (one second score per block size in N). Rank-S
stores 1% of all postings in its CSI, which is typically much larger.

This result verifies our hypothesis that BM-WAND scores can be used to perform resource se-
lection in single term queries. When searching an equivalent number of shards, the new methods
out-performed existing baselines and were statistically significantly non-inferior to exhaustive
search in precision-oriented metrics. When M3S was allowed to search all shards that it selected,
it produced significantly non-inferior results in recall-oriented MAP@1000 and stable precision
results. Overall, M3S was more accurate and had greater stability than Taily or Rank-S while not
requiring additional corpus analysis or resource selection databases.

5.4 summary

Some dynamic pruning algorithms such as BM-WAND [Dimopoulos et al. 2013] collect statistics
during indexing time to perform online optimizations. We showed that this information can be
used to perform accurate, stable resource selection for single term queries. When impact and
source ordered posting lists were compared, the block max scores for impact ordered postings
displayed more score variation and a stronger signal for resource selection.

We experimented with two variations of using block max scores for resource selection with
single term queries. When compared to two state-of-the-art resource selection algorithms, results
from searching the shards selected by M3S were found to be highly accurate in precision-oriented
conditions and statistically non-inferior to exhaustive search in high-recall conditions, a difficult
goal that was not achieved by the baselines. This indicates that a way of combining the term



5.4 summary 45

scores from the block max score information may produce a good resource selection method for
all queries. While this result does not conclusively answer RQ 4, the initial results are promising.
In the next chapter, an alternative, supervised approach is presented that addresses the recall
issue of selective search more completely.

In addition, we saw that it is feasible to determine a set of shards that would exactly replicate
exhaustive search results that was close to the size of an oracle-based method. This presents the
possibility of performing a low-variance, stable search within a selective search paradigm, which
closely or exactly replicates exhaustive search results.
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L E A R N I N G T O R A N K R E S O U R C E S 1

In this chapter, we present learning to rank resources, a resource selection method based on
learning-to-rank [Liu 2009]. While learning-to-rank has been widely studied for ranking docu-
ments, its application to ranking resources has not been studied in depth. We take advantage
of characteristics of the resource ranking problem that are distinct from document ranking; we
present new features; and we propose a training approach that uses exhaustive search results as
the gold standard and show that human judgments are not necessary. We seek to answer the
following major research questions:

RQ 5 Is learning to rank resources an efficient algorithm that is as accurate as exhaustive search in deep
recall-oriented metrics?

RQ 6 Can learning to rank resources be trained without human judgements?

6.1 related work

Learning to rank is a supervised approach to the ranking problem of information retrieval and
can be grouped into three broad approaches: point-wise, pair-wise, and list-wise [Liu 2009]. Point-
wise approaches attempt to predict the exact relevance degree of each document. Because point-
wise approaches take as input a single document, they cannot see the relative or positional in-
formation of the ranked list. Pair-wise approaches such as SVMrank [Joachims 2006] reduce the
ranking problem into a binary classification problem, where a pair of documents are given as
input and the classifier must decide the ordering of the documents. List-wise approaches such as
ListMLE [Xia et al. 2008] take the entire set of documents for a given query as input and attempt
to produce the correct permutation of documents. List-wise approaches are thought to generally
perform better than pair-wise or point-wise approaches.

Supervised resource selection algorithms use training data to learn models to evaluate shard
relevance. Kulkarni [2015] used a regression classifier to learn the appropriate number of shards
to search for a given query and metric, but did not use supervised information for shard ranking.
Most methods that rank shards using supervised methods train a classifier per shard [Arguello
et al. 2009b; Cetintas et al. 2009]. However, training a classifier for every shard is expensive in
selective search, where shards number in hundreds. Thus, supervised methods have not been
used for selective search. Techniques that train a single classifier would be more suitable for

1 This chapter is a lightly-revised version of Zhuyun Dai, Yubin Kim, and Jamie Callan. Learning to rank resources. In
Proceedings of the 40th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval,
pages 837–840, 2017. The learning-to-rank model framework was implemented and evaluated by Dai. Dai and Kim
designed and implemented features for the model. Kim created the Taily, champion list, and average distance to
centroid features. The design of experiments, analysis, and paper writing were jointly shared by Kim and Dai.

47
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selective search. Balog [Balog 2014] trained a learning-to-rank algorithm for Federated Web Search
TREC track and presented preliminary results. Hong et al. [Hong et al. 2010] learned a joint
probabilistic classifier called Jnt, which is used as a baseline in this work.

6.2 model

Let q denote a query, P(q) the distribution of queries, and Φ(q, si) denote features extracted
from the i’th shard for the query. The goal of learning-to-rank is to find a shard scoring function
f(Φ(q, s)) that can minimize the loss function defined as:

L(f) =

∫
q∈Q

l(q, f)dP(q)

We use:

l(q, f) =
∑

si>qsj

1{f(Φ(q, si)) < f(Φ(q, sj))}

where si >q sj denotes shard pairs for which si is ranked higher than sj in the gold standard
shard ranking with respect to query q. The 1{} function returns 1 if the boolean statement con-
tained in the braces is true, and 0 if false. In other words, the loss is simply the number of times
that the learned function was wrong about the ordering of shard pairs.

We used SVMrank [Joachims 2006], which optimizes pair-wise loss. List-wise algorithms such
as ListMLE [Xia et al. 2008] produced similar results, thus we only report results with SVMrank.

The training process requires a gold standard shard ranking for each training query. We pro-
pose two definitions of the ground truth, relevance-based and overlap-based. In the relevance-based
approach, the optimal shard ranking is determined by the number of relevant documents a shard
contains. Thus, the training data require queries with relevance judgments, which can be expen-
sive to obtain. The overlap-based approach assumes that the goal of selective search is to reproduce
the document ranking of exhaustive search. The optimal shard ranking is determined by the num-
ber of documents in a shard that were ranked highly by exhaustive search. This does not require
manual relevance judgments.

6.3 features

For a given query and a shard, we use various sources of information or features to generate a
vector representation of how well the shard matches the query. We use three sources of informa-
tion to define our features: query-independent information, term-based statistics, and information
about sample-document rankings.

6.3.1 Query-independent information

Shard Popularity: Indicates how often the shard had relevant (relevance-based) or top-ranked
(overlap-based) documents for training queries. It is query-independent and acts as a shard prior.

6.3.2 Term-based statistics

Term-based features can be easily precomputed, thus are efficient.
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Taily Features: One feature is the Taily [Aly et al. 2013] score calculated for query q and shard
s. However, Taily scores can vary greatly across shards and queries. For robustness, we add
two additional features. If shard s is ranked rs for query q, the inverse rank is 1/rs [Guan et al.
2014], which directly describes the importance of s relative to other shards. The binned rank is
ceiling(rs/b), where b is a bin-size. We use b = 10, meaning that every 10 consecutive shards
are considered equally relevant. This feature helps the model to ignore small differences between
shards with similar rankings.

Champion List Features: For each query term, the top-k best documents were found in an
offline process; for each term, the term scores for all documents containing the term are computed
and the documents with the top-k highest scores for a given term are determined. The number of
documents each shard contributes to the top-kwas stored for each shard-term pair. For multi-term
queries, the feature values of each query term were summed. We use two values of k = {10, 100},
generating 2 features.

Query Likelihood Features: The log-likelihood of a query with respect to the unigram lan-
guage model of each shard is: L(q|s) =

∑
t∈q logp(t|s), where p(t|s) is the shard language model,

the average of all document language models p(t|d) in the shard [Si et al. 2002]. Document lan-
guage model p(t|d) is estimated using MLE with Jelinek-Mercer smoothing. Query likelihood,
inverse query likelihood, and binned query likelihood features are created for body, title, and
inlink representations, yielding a total of 9 features.

Query Term Statistics: The maximum and minimum shard term frequency across query terms,
e.g. stfmax(q, s) = maxt∈q stf(t, s), where stf(t, s) is the frequency of term t in shard s. We
include the maximum and minimum of stf · idf where idf is the inverse document frequency
over the collection. These 4 features are created for body, title, and inlink representations, yielding
12 features.

Bigram Log Frequency: The frequency of each bigram of the query in a shard is bfq(s) =∑
b∈q logbfb(s), where bfb(s) is the frequency of bigram b in shard s. This feature can estimate

term correlation. To save storage, we only store bigrams that appear more than 50 times in the
collection.

6.3.3 Sample-document (CSI-based) features

These features are based on retrieval from the centralized sample index (CSI), which may provide
term co-occurrence information. CSI retrieval is expensive, and thus is slower to calculate.

Rank-S and ReDDE Features: Similar to Taily features, the shard scores given by Rank-
S [Kulkarni et al. 2012] and ReDDE [Si and Callan 2003], as well as the inverse rank and binned
rank features for a total of 6 features.

Average Distance to Shard Centroid: The distance between the top-k documents retrieved
from the CSI to their respective shards’ centroids. Intuitively, if the retrieved documents are close
to the centroid, the shard is more likely to contain other similar, highly-scoring documents. For
multiple documents from the same shard, the distances are averaged. We use two distance metrics:
KL divergence and cosine similarity Note that because KL divergence measures distance rather
than similarity, we use the inverse of the averaged KL divergence as the metric. We generated
features for k = {10, 100} and also a feature measuring the distance between the shard’s centroid
to its single highest scoring document in the top 100 of the CSI results, for a total of 6 features.
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6.4 experimental methodology

Datasets: Experiments were conducted with ClueWeb09-B and Gov2. Gov2, a new dataset intro-
duced in this chapter, is a TREC collection containing 25 million .gov domain websites2.

For relevance-based models, 200 queries from the TREC 2009–2012 Web Track topics were used
for CW09-B, and 150 queries from the TREC 2004–2006 Terabyte Track topics were used for Gov2.
Models were trained by 10-fold cross-validation. For overlap-based models, training queries were
sampled from the AOL and Million Query Track query logs. For CW09-B, we sample 1000 queries
from each source, giving us 2 training sets (AOL and MQT). For Gov2, the 1000 MQT queries
were used as one training set. The second training set consisted of 1000 queries sampled from
the AOL query log that have clicks on ‘.gov’ URLs. Models were tested with the TREC queries.
Optimal shard ranking for the overlap method was defined by the number of documents each
shard contains that were within the top N = 2K retrieved from exhaustive search. We found
N ∈ [1K, 3K] produced stable results.

Proposed methods and baselines: We used three sources of training data: relevance-based
training data (L2R-TREC), and overlap-based training data (L2R-AOL and L2R-MQT). We used
linear SVMrank, where C was chosen by cross validation. Our method was compared against
state-of-the-art unsupervised models (Taily [Aly et al. 2013], ReDDE [Si and Callan 2003], and
Rank-S [Kulkarni et al. 2012]); and a supervised model Jnt [Hong et al. 2010].

In order to ensure that the accuracy results are apples-to-apples across resource selection algo-
rithms (searching more shards usually results in higher accuracy), we compare the methods at
various imposed static shard cutoffs rather than the built-in cutoffs from the resource selection
algorithms.

Jnt was trained and tested using TREC queries with 10-fold cross-validation. ReDDE parameter
n was set to 1000. The Rank-S exponential decay was set to B = 1.1, which makes the score decay
slower compared to prior work, so that more shards had non-zero scores to use with the static
shard cutoffs. Taily scores were generated with nc = 400.

Evaluation Metrics: Search accuracy was measured by P@10, NDCG@30 and MAP@1000. Eval-
uation was performed at each shard rank cutoff and the automatic cutoff of Rank-S and Taily. To
test the proposed methods’ superiority to baselines, a query-level permutation test with p < 0.05
was used. To test the equivalence to exhaustive search, a non-inferiority test [Walker and Nowacki
2011] was used to assert that results of the more efficient selective search were at least as accurate
as exhaustive search. The equivalence is established by rejecting the null hypothesis that selective
search is at least 5% worse than exhaustive search with a 95% confidence interval.

Selective Search Setup: We used 123 shards for CW09-B and 199 shards for Gov2 created by
the QKLD-Qinit method from Dai et al. [2016]. A 1% central sample index (CSI) was created for
ReDDE and Rank-S baselines and CSI based features. Jnt followed the original implementation
and used a 3% CSI. The larger CSI increases the cost of resource selection for Jnt but is expected
give Jnt an advantage in accuracy.

Search Engine Setup: Retrieval was performed with Indri, using default parameters. Queries
were issued using the sequential dependency model (SDM) with parameters (0.8, 0.1, 0.1) [Metzler
and Croft 2005]. For CW09-B, documents with a Waterloo spam score [Cormack et al. 2011] below
50 were removed 3.

2 http://ir.dcs.gla.ac.uk/test_collections/access_to_data.html
3 https://plg.uwaterloo.ca/~gvcormac/

https://plg.uwaterloo.ca/~gvcormac/
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6.5 experiments

Four experiments investigated the effectiveness of learned resource selection models, and their
sensitivity to training data, query lengths, and features of varying computational costs and char-
acteristics.

6.5.1 Overall comparison

Our method was compared to four baselines and exhaustive search. We tested a variety of shard
rank cutoffs ranging from 1 up to 10 for CW09-B and 16 for Gov2. Shard rankings by L2R enabled
more accurate search than all baselines in both datasets (Table 8). The search accuracy of L2R
models was higher than the baselines at nearly every shard rank cutoff.

Table 8 presents a comparison of L2R models and the baselines at two particular shard rank
cutoffs. The first cutoff is the point where the shallow metrics (P@10 and NDCG@30) stabilize: 4
for CW09-B and 6 for Gov2. The second cutoff is where MAP@1000 become stable: 8 for CW09-B
and 12 for Gov2. The automatic cutoffs of Rank-S and Taily performed similarly to fixed cutoffs
and are not shown. L2R models improve over the baselines at both shard cutoffs. For shallow
metrics, L2R reaches exhaustive search at the first cutoff. Furthermore, searching the first 8 out of
12 shards ranked by L2R is statistically non-inferior to searching all shards exhaustively, even for
the recall-oriented MAP@1000. All the baselines are substantially worse than exhaustive search
in MAP@1000.

6.5.2 Effect of training data

One might expect the relevance-based model (L2R-TREC) to be better than overlap-based models
(L2R-AOL and AOL-MQT), because it uses manual relevance judgments. A model trained with
overlap data might favor shards that contain false-positive documents. However, there is little
difference between the two training methods. L2R-TREC was statistically significantly better than
L2R-AOL or L2R-MQT for MAP@1000 in Gov2, but the relative gain is only 2%; in all other cases,
there is no statistically significant differences among the three models. Furthermore, when the
feature weights were examined, models trained with relevance and overlap data agreed on which
features are important. This analysis indicates that unlike learning to rank document models,
we can train a learning to rank resource selector on a new dataset before we have relevance
judgments, positively answering RQ 6.

6.5.3 Query length

We compare L2R-MQT to the baselines using MAP@1000 for queries with different lengths on
CW09-B, shown in Figure 14. Gov2 and other training data produced similar results. For single-
term queries, existing methods are already equivalent to or better than exhaustive search, and
L2R-MQT retains this good performance. The advantage of L2R-MQT comes from multi-term
queries, where the best baseline Jnt still has a 10% gap from exhaustive search. For these queries,
the improvement of L2R-MQT over the Taily is expected, because Taily does not model term co-
occurrence. However, L2R-MQT also out-performs ReDDE and Rank-S, which account for term
co-occurrence by retrieving documents from the CSI, but are limited by only having a sample
view of the collection. L2R draws evidence from both the sample and the whole collection. Jnt
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Table 8: Search accuracy comparison between 3 L2R models and baselines at two rank cutoffs (T ) for two
datasets. N: statistically significant improvement compared to Jnt, the best resource selection base-
line. ∗: non-inferiority to exhaustive search .

T=4 T=8

Method P@10 NDCG@30 MAP@1000 P@10 NDCG@30 MAP@1000

Redde 0.355 0.262 0.176 0.363* 0.275* 0.187
Rank-S 0.350 0.259 0.175 0.360* 0.268 0.183
Taily 0.346 0.260 0.172 0.346 0.260 0.175
Jnt 0.370* 0.269 0.178 0.367* 0.277* 0.192

L2R-TREC 0.374* 0.281* 0.192N 0.377* 0.286N* 0.202N*
L2R-AOL 0.374* 0.281N* 0.191N 0.375* 0.287N* 0.202N*
L2R-MQT 0.382* 0.285N* 0.193N 0.375* 0.286N* 0.202N*

Exh 0.372 0.288 0.208 0.372 0.288 0.208

(a) CW09-B

T=6 T=12

Method P@10 NDCG@30 MAP@1000 P@10 NDCG@30 MAP@1000

Redde 0.580* 0.445 0.267 0.587* 0.460* 0.289
Rank-S 0.570 0.440 0.263 0.585* 0.461* 0.286
Taily 0.518 0.403 0.235 0.530 0.418 0.256
Jnt 0.582* 0.459 0.278 0.588* 0.465* 0.292

L2R-TREC 0.593* 0.469* 0.299N 0.591* 0.475N* 0.313N*
L2R-AOL 0.593* 0.470N* 0.291N 0.587* 0.470* 0.307N*
L2R-MQT 0.586* 0.465* 0.292N 0.593* 0.474N* 0.309N*

Exh 0.585 0.479 0.315 0.585 0.479 0.315

(b) Gov2

also fuses sample- and term-based features, but most of its features are derived from ReDDE
or Taily-like methods and do not carry new information. L2R improved over Jnt by using novel
features that encode new evidence.

6.5.4 Feature analysis

The L2R approach uses three classes of features: query-independent, term-based, and sample-
document (CSI). These three feature classes have substantially different computational costs and
contributions.
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Figure 14: MAP@1000 for queries on CW09-B, grouped by query length. Parentheses on the X axis present
the number of queries in each group. T is the shard rank cutoff.

Table 9: Effectiveness and efficiency of FAST features. ALL uses all features. FAST does not use sample-
document features. T: shard rank cutoff. ∗: non-inferiority to exhaustive.

Method P@10 NDCG@30 MAP@1000 Average Cost

CW09-B Redde 0.363* 0.275* 0.187 156,180

(T=8) Taily 0.346 0.260 0.175 470

Jnt 0.367* 0.277* 0.192 468,710

ALL 0.375* 0.286* 0.202* 158,529

FAST 0.373* 0.285* 0.201* 2,349

Gov2 Redde 0.579* 0.445* 0.289 105,080

(T=12) Taily 0.518 0.403 0.256 758

Jnt 0.588* 0.465* 0.292 315,875

ALL 0.593* 0.474* 0.309* 108,306

FAST 0.587* 0.471* 0.310* 3,226

Fast vs. Slow features: Sample-document (CSI-based) features have a high computational cost,
because they search a sample (typically 1-2%) of the entire corpus. Term-based features have a
low computational cost, because they lookup just a few statistics per query term per shard. Costs
for query-independent features are lower still. The third experiment compares a slow model that
uses all features (ALL) to a fast version that does not use sample-document features (FAST).

We estimate the resource selection cost by the amount of data retrieved from storage. For CSI-
based features, the cost is the size of postings of every query term in the CSI [Kulkarni 2013]. For
term-based features, the cost is the amount of sufficient statistics required to derive all term-based
features [Aly et al. 2013]. The query-independent feature only looks up the shard popularity, so
the cost is one statistic per shard.

Table 9 compares FAST with ALL and baselines by their accuracy and average resource selection
cost per query. ReDDE results were similar to Rank-S and are not shown. Taily has been the state-
of-the-art term-based (‘faster’) resource selection algorithm. However, FAST is substantially more
accurate. FAST also outperformed Jnt with over 100× speed up. Compared to ALL, FAST is 67
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Table 10: Performance of L2R-MQT using feature sets constructed with leave-one-out. ‘w/o X’ means the
feature was excluded from FAST. Text in bold indicates the lowest value in the column.

Feature Set P@10 NDCG@30 MAP@1000

CW09-B FAST 0.373 0.285 0.201

(T=8) w/o Unigram 0.303 0.226 0.138
w/o Bigram 0.364 0.275 0.187

w/o Independent 0.368 0.282 0.199

Gov2 FAST 0.592 0.471 0.310

(T=12) w/o Unigram 0.592 0.468 0.301

w/o Bigram 0.582 0.462 0.296
w/o Independent 0.591 0.471 0.303

times faster on CW09-B and 34 times faster on Gov2. Although FAST has slightly lower search
accuracy than ALL, the gap is not large and is not statistically significant, indicating that the
information from the CSI features can be covered by the more efficient features.

We conclude that a resource ranker composed of only query-independent and term-based fea-
tures is as accurate as exhaustive search and a ranker that includes CSI features (RQ 5). CSI
features improve accuracy slightly, but at a significant additional computational cost.

Importance of Feature Types: We investigate the contribution of other types of features: query-
independent features and term-based features, where the term-based features were sub-divided
into unigram and bigram features. Table 10 presents the results for the leave-one-out analysis
conducted on FAST. On CW09-B, removing any feature set from FAST led to lower performance.
This indicates that each set of features covers different types of information, and all are necessary
for accurate shard ranking. Among these features, unigram features were most important because
CW09-B has many single-term queries. On Gov2, the only substantial difference is observed when
bigram features are excluded. This is expected as Gov2 on average has longer queries than CW09-
B.

6.6 summary

This chapter investigates a learning-to-rank approach to resource selection for selective search.
Much attention has been devoted to learning-to-rank documents, but there has been little study
of learning-to-rank resources such as index shards.

We first consider RQ 5 and show that the learned resource selection algorithm produces search
accuracy comparable to exhaustive search down to rank 1,000. This work is the first that we know
of to demonstrate results that are statistically significantly equivalent to exhaustive search for
MAP@1000 on an index that does not have badly skewed shard sizes. Accuracy this deep in the
rankings opens up the possibility of using a learned reranker on results returned by a selective
search system, which was not practical in the past.

Our investigation of RQ 6 shows that training data for learning-to-rank resources can be gener-
ated automatically using a slower system that searches all index shards for each query. This ap-
proach assumes that the goal of selective search is to mimic the accuracy of an exhaustive search
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system, but with lower computational cost. This assumption is not entirely true—we would like
selective search to also be more accurate—but it is convenient and effective.

Prior selective search research [Kulkarni 2013; Dai et al. 2016] found that sample-document al-
gorithms such as ReDDE and Rank-S are a little more accurate than term-based algorithms such
as Taily for selective search resource selection; however, sample-document resource selection al-
gorithms have far higher computational costs that increases query latency in some configurations
(Chapter 7). This chapter suggests that sample-document features provide only a small gain when
combined with other types of features. It may no longer be necessary to choose between accuracy
and query latency when using a learned resource ranker.

This chapter addresses the concerns of selective search recall and strengthens the argument for
the system’s inclusion into a modern multi-stage retrieval architecture. In the following chapters,
we present convenient tools that system administrators can use to evaluate selective search prior
to implementing the system and use those tools to present additional insights into selective search
performance.





7
S I M U L AT O R 1

Previous investigations argued that selective search is substantially more efficient than a typical
distributed search architecture based on the number of postings processed when evaluating a
single query stream [Kulkarni 2013; Kulkarni and Callan 2010a; Kulkarni et al. 2012]. While
this metric is suitable for comparing the work done between different architectures, it does not
consider how work is divided across processors, or how to compare multiple query streams being
evaluated in parallel. The traditional distributed search architecture using a random assignment
of documents to shards tends to spread the workload evenly across processors, and is relatively
immune to bottlenecks. In contrast, a selective search architecture, which deliberately concentrates
similar documents into a few index shards, might be more prone to uneven workloads, and hence
risk leaving processing resources idle. Selective search might also be more sensitive to tuning
parameters.

This chapter uses an event-based simulator to investigate the efficiency of the selective search
architecture. A simulator makes it possible to investigate a wider range of machine configurations
than would be practical in a live system. Our simulator was tuned to provide realistic measure-
ments of query waiting times, query processing costs, query latency, system throughput, and
hardware utilization under a parallel query processing environment representative of a practical
real-world implementation (Section 7.2). Our investigation also extends prior work by defining a
more realistic experimental methodology for studying efficiency that uses more similarly sized in-
dex shards, employs long query streams extracted from web search logs, and varies query arrival
rates in order to better measure the trade-off between query latency and query throughput (Sec-
tion 7.3). In particular, we present a detailed study of the computational costs, load distribution,
and throughput of selective search in order to address four specific research questions:

RQ 7 Is selective search more efficient than exhaustive search in a parallel query processing environment?

RQ 8 How does the choice of resource selection algorithm affect throughput and load distribution in selec-
tive search, and how can any imbalances originating from resource selection be overcome?

RQ 9 How do different methods of allocating shards to machines affect throughput and load distribution
across machines?

RQ 10 Does selective search scale efficiently when adding more machines and/or shard replicas?

Our experiments address many of the questions that have arisen in connection with the ef-
ficiency and load balancing characteristics of selective search, to both broaden and deepen our
understanding of this retrieval architecture.

1 This chapter is a lightly-revised version of Yubin Kim, Jamie Callan, J. Shane Culpepper, and Alistair Moffat. Efficient
distributed selective search. Information Retrieval, 20(3):221–252, 2017 and reuses text written jointly by all authors. Kim
designed and conducted the experiments and produced the figures unless otherwise noted.
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7.1 related work

In search and distributed systems, simulations are commonly used to evaluate the efficacy of
new methods and diagnose problems because acquiring, configuring, and producing repeatable
experiments with a variety of real hardware configurations and system variables is expensive and
time-consuming [Webber and Moffat 2005].

Tomasic and García-Molina [1993] used a simulation to compare the performance of different
physical organizations for inverted lists and evaluated the impact of various system variables on
the optimal strategy. In particular they found the access time of the storage device and interpro-
cessor communication bandwidth had a strong impact on the optimal layout.

Simulations are particularly popular in evaluating distributed systems. Cahoon et al. [2000] and
Cacheda et al. [2004, 2007a,b] used simulations to evaluate distributed search system architectures
and identify system bottlenecks. A range of system parameters were used and based on these
experiments, they recommend an ideal architecture. Cacheda et al. [2004] placed a stronger focus
on searching large text collections and Cacheda et al. [2007b] focused on a more detailed and
accurate simulation of network models and outlined improvements to distributed search that can
be made to reduce network bottlenecks. Our network implementation follows this detailed model.
[Cacheda et al. 2007a] compared clustered and replicated distributed search architectures.

Simulated systems and workloads have been used to judge query scheduling and evaluation
schemes as well [Freire et al. 2013; Moffat et al. 2006].

Badue et al. [2007] explores some of the limitations of these previous works, which assume that
homogeneous servers have balanced execution times. They found that even when documents are
randomly distributed, load imbalances occur due to differences in caching behavior in the shard
servers that process queries, which is further exacerbated by any differences in main memory
size. This work is particularly relevant to selective search, which may have an even stronger load
imbalance due to the topically focused shards.

7.2 simulation model

A simulator was developed based on DESMO-J, a discrete event simulation modeling framework
[DESMO-J]. The simulator has the benefit of allowing us to quickly investigate a range of hard-
ware configurations, and provides precise estimates of a broad suite of performance indicators.
The implementation models a selective search system that incorporates a cluster of multi-core
machines, and mimics parallel query execution across those machines. Figure 15 describes the
computational model embedded in the simulator and Table 11 lists the quantities that are manip-
ulated.

The hardware is assumed to consist of M machines, with the i’th of those, machine mi, provid-
ing ci CPU cores (ci = 8 throughout the chapter). Machines may be configured to act as a broker,
or as a searcher, or may be configured to handle both roles.

A broker machine holds a copy of the resource selection database and performs two tasks:
resource selection, and result merging. For resource selection, the machine has access to a shared
central query queue, from which it extracts incoming queries, determines which shards need to be
searched, and then assigns shard search tasks to other machines. Each broker machine also has a
job queue for pending result merge processes. This queue contains results returned by the searcher
machines, now waiting to be merged to produce a final result list for some query.
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Figure 15: Architecture of the selective distributed search system. The i’th of the M machines has ci cores,
each of which can be used for resource selection and result merging, or for shard search across
any of the pi shards allocated to this machine. Only a defined subset of the machines are able
to perform resource selection. Figure by J. Shane Culpepper, reused from Kim et al. [2017].

A machine mi is a searcher if it is allocated pi > 0 selective search shards. A searcher also has
a job queue that holds shard search requests pertinent to the shards hosted on that machine. Each
of the available cores on the machine can access any of the shards assigned to the machine, and
hence can respond to any request in that machine’s search queue. When a search job is finished,
the result is returned to the result merge queue of the originating broker. The assignment of shards
and copies of the resource selection database to machines is assumed to be fixed at indexing time,
and machines cannot access shards that are not hosted locally. A key factor for success is thus the
manner in which the P shards are partitioned across the M machines.

Algorithm 2 describes the sequence of actions that take place in each of the machines. First, if
the machine is a broker, the local result merge queue is checked for queries for which all shard
searches have been completed, and merged output lists are generated if any queries can now be
finalized. Otherwise, if the machine is a searcher, the local shard search queue is checked to see if
there are any shard searches pending; if so, the next one is extracted and actioned, and the results
directed to the merge queue for the machine that acted as broker for that query, which might be
the same machine. A shard search process on machine mi can search any shard assigned to that
machine.
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Table 11: Simulation parameters.

M Number of machines; mi is the i’th of these.

ci Number of cores on mi; the default is ci = 8.

C Total number of cores,
∑M

i=1 ci.

pi Number of shards assigned to mi.

P Total number of shards. When each shard is assigned to just one machine,
P =

∑M
i=1 pi.

B Number of broker machines.

S Number of searcher machines.

T Query arrival rate described by an exponential distribution with mean 1/λ, T = λ.

ts Seek plus latency access time, milliseconds per postings list, ts = 4 throughout.

tp Processing cost, milliseconds per posting, tp = 9× 10−4 throughout.

tm Merging cost, milliseconds per item, tm = 5× 10−5 throughout.

Algorithm 2 – Processing loop for each core on machinemi. All authors contributed to this figure.

while forever do
if isBroker(mi) and |mergequeuei| > 0 and all shard responses received for q then

remove those responses from mergequeuei
finalize the output for query q and construct a document ranking

else if isSearcher(mi) and |searchqueuei| > 0 then
remove a query request (q,p,b) from searchqueuei
perform a shard search for query q against shard p
append the results of the search to mergequeueb

else if isBroker(mi) and |centralqueue| > 0 then
remove a query q from centralqueue
perform resource selection for q
for each partition p to be searched for q do

determine the machine mh that is host for p
append (q,p, i) as a search request to searchqueueh

endwhile

If neither of these two activities are required, and if the machine is a broker, the next query (if
one exists) is taken from the central query queue and resource selection carried out. The result
of resource selection is a list of shards to be searched in order to resolve the query; that list is
mapped to a set of machine identifiers, and the query q is added to the shard search queues
for those machines. The processing order for these operations prioritizes query completion over
query initiation. This minimizes the processing time for each query, and ensures that no query
has an infinite wait time.
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In the simulation, queries are assumed to arrive at the central queue at random intervals de-
termined by an exponential distribution governed by a mean query arrival rate T . The number
of machines permitted to host broker processes may be less than M, the total number of ma-
chines, but is always at least one. Query processing costs at the shards are computed based on
the number of postings processed from the shard index, plus an overhead cost to account for
initial latency for a disk seek. A postings list of ` postings is thus presumed to require ts + ` · tp
milliseconds, where ts = 4 milliseconds [Shimpi], and tp = 9× 10−4 milliseconds per posting.
The processing rate – around a million postings per second – is based on measurement of the
cost of handling posting lists in the open source Indri search engine [The Lemur Project] on a
machine with a 2.44 GHz CPU, and encompasses I/O costs as well as similarity calculation costs.
In the case of in-memory execution, ts can be set to zero. The parameter ts can also be used
to selectively emulate caching of postings lists. For simplicity, we assume all postings are cold
cached in the experiments presented in this chapter.

Resource selection costs differ according to the approach used. For sample-based algorithms
such as ReDDE or Rank-S, the cost is dominated by the need to process postings from the central
sample index (CSI). For these approaches, the same computational model is used as for shard
search, and a cost of ts + ` · tp milliseconds is assumed for a postings list of length `. On the
other hand, term-based algorithms such as Taily process statistics from each shard that contains
a query term. The cost for term-based approaches is thus equivalent to processing a posting list
of length equal to the number of shards that contain the query term, which is always less than or
equal to P, the number of shards.

Result merging may require network transfer if the results are returned to a broker that is not
located within the same machine as the shard.

This requires transferring of up to k 〈doc-id, score〉 results returned from each shard searched,
where k is either fixed on a system-wide basis, or is determined as part of the resource selection
step. Network messages are also generated when brokers request searches for shards that are not
stored within the same machine. To ensure that the simulation was accurate, the cost of network
communication over a Gigabit switched network was modeled as described by Cacheda et al.
[2007b]. The cost of merging was measured on the same 2.44 GHz machine, and an allocation of
tm = 5× 10−5 milliseconds per document was found to be appropriate.

The system is configured to return the top 1,000 documents to support applications such as
learning to rank algorithms, text-mining applications, and TREC evaluations that need deeper
rankings. Cacheda et al. [2007b] showed that when shards are formed randomly, only a small
number of documents need to be returned from each shard for the true top-k documents to be
returned with a high probability. Therefore, in the exhaustive search system used as a baseline,
each shard only returns the number of documents that results in a 10−5 probability of missing a
result in the top 1,000. This equates to returning 102 documents per shard for a 16 shard configura-
tion and 19 documents per shard for 512 shards. The assumption that documents are distributed
randomly across shards does not apply to the topical indexes used by selective search; clustering
concentrates similar documents in a small number of shards. Thus, Cacheda’s technique cannot be
used with selective search and each selective search shard returns 1,000 documents. Since the ex-
haustive search baseline accesses all shards, whereas selective search typically accesses 3-5 shards,
the total number of documents that must be merged by the two architectures is roughly compara-
ble. In our experiments, the total number of documents merged by the two architectures usually
varied between 1,600 and 9,700, depending upon the number of machines (exhaustive search)
and query (selective search). Generally, exhaustive search merges fewer documents than selective
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search in configurations with fewer machines (and random shards), and more documents than
selective search in configurations with more machines (and random shards).

Overall, the simulator takes as input a list of queries, the resource selection cost for each query,
the shards to be searched for the query, and the search cost for each shard. The cost is described
by the total length of the posting lists retrieved for all query terms for the specified shard or
resource selection method. The simulator then converts these posting list costs into “simulator
milliseconds”. The simulator calculates the overall elapsed time required to process each query
as the difference between the arrival time of that query in the central queue, and the moment at
which all processing of that query is completed. This cost includes time spent waiting in queues,
network delays, and computation time. The median end-to-end elapsed query processing time
is used as the primary measure of query latency, but we also show the latency distributions in
some key cases. The principal control variable in the simulator is the query arrival rate, which
determines the load in the system, and hence the extent to which query response times are
affected by queuing delays.

The simulator also tracks the load on each simulated machine. The load is measured by the
utilization of the simulated cores, as a time-weighted fraction of available capacity that is utilized
for query computation. The output of this measurement was used to evaluate the evenness of
load across the simulated machines.

7.3 experimental methodology

The simulator was used for a detailed evaluation of selective search schemes, applying them to
two large experimental collections. This section describes the data resources employed, including
a revised partitioning scheme for the experimental collections that constructs more similarly-sized
partitions, and gives details of the effectiveness baselines we compare against.

7.3.1 Document collections

Two web datasets, ClueWeb09 Category A English (abbreviated to CW09-A) and Gov2 were used
in the experimentation. These are large collections, covering more than 500 million and 25 million
web pages respectively. The selective search configurations applied to them are derived from the
shard definitions for CW09-A and Gov2 generated as part of the investigation carried out by
Kulkarni [2013]. Those investigations established the validity of the selective search approach,
and explored clustering techniques and resource selection processes in order to determine how
to achieve search effectiveness comparable to exhaustive search.

One issue with the CW09-A shard map produced by Kulkarni is that the shard sizes can vary.
Figure 16 plots the distribution of shard sizes, and shows that the largest one is 12 times the av-
erage size. This imbalance is problematic for two reasons. Firstly, there is a significant correlation
between the size of the shard and the frequency at which it is selected for querying (Pearson’s
correlation of 0.5). That is, the larger the shard, the more likely it is to be selected for querying.
Secondly, when they do get selected, large shards typically take longer to process queries, because
of their size. In combination, these two effects produce an imbalance in computation load which
is not present in the Gov2 shards.

To address the imbalance of shard sizes in CW09-A, the largest shards in the original shard
partitioning of Kulkarni were divided; large shards were split via a random assignment when the
resulting sub-shards would be closer to the average shard size (by number of documents) than
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Figure 16: Sizes of shards used in experiments reported by Kulkarni [2013].

Table 12: Resource selection parameter settings, based on TREC Terabyte Track and TREC Web Track
queries for which relevance judgments are available, as developed by Kulkarni et al. [2012] and
Aly et al. [2013]. Those investigations used a variety of CSI sizes for Gov2, ranging from 0.5% to
4%. We used 1%, for consistency with CW09-A. The table also presents the average number of
shards selected by the parameter settings.

Dataset Selection algorithm Parameters Average shards searched

Gov2 Taily n = 400, v = 50 3.0
Rank-S CSI = 1%, base = 3 4.7

CW09-A Taily n = 400, v = 50 3.3
Rank-S CSI = 1%, base = 5 4.2

the complete shard. A total of 51 shards were split into two or more smaller shards, resulting in
an increase of 77 shards, for a total of 884. Gov2 used the 50 shard definition that was used by
Kulkarni [2013].

7.3.2 Resource selection parameter settings

Two resource selection mechanisms are used in our experiments: Rank-S [Kulkarni et al. 2012]
and Taily [Aly et al. 2013]. The parameters used in our experiments are as suggested by Aly et al.
[2013] and Kulkarni [2013], and are summarized in Table 12. Note that the parameters for Gov2

are slightly different from the ClueWeb09 parameters.
Table 13 and Table 14 list the overall effectiveness of selective search using the default pa-

rameters, using queries that span multiple years of the TREC Terabyte and Web Tracks. We use
Precision at rank 10 (P@10) and Normalized Discounted Cumulative Gain at rank 30 (NDCG@30)
to measure the effectiveness of the systems, which makes these results comparable to prior work
[Aly et al. 2013; Kulkarni et al. 2012]. These metrics are precision-oriented, that is, they place
importance in the top of the ranked result list.
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Table 13: Effectiveness of selective search using various resource selection algorithms on the Gov2 dataset.
The “Oracle” shard ranking assumes that the most useful four shards are identified and searched
for each query.

Algorithm
Terabyte Track 2004 Terabye Track 2005 Terabyte Track 2006

P@10 NDCG@30 P@10 NDCG@30 P@10 NDCG@30

Baseline 0.56 0.43 0.62 0.49 0.57 0.48

Rank-S 0.57 0.42 0.59 0.45 0.54 0.44

Taily 0.51 0.37 0.48 0.35 0.50 0.42

Oracle 0.64 0.47 0.64 0.51 0.61 0.51

Table 14: Effectiveness of selective search using various resource selection algorithms on the CW09-A
dataset. The “Oracle” shard ranking assumes that the most useful four shards are identified
and searched for each query.

Algorithm
Web Track 2009 Web Track 2010 Web Track 2011 Web Track 2012

P@10 NDCG@30 P@10 NDCG@30 P@10 NDCG@30 P@10 NDCG@30

Baseline 0.30 0.21 0.27 0.19 0.36 0.28 0.27 0.15

Rank-S 0.28 0.19 0.32 0.20 0.30 0.21 0.25 0.14

Taily 0.28 0.18 0.31 0.20 0.24 0.16 0.23 0.13

Oracle 0.37 0.25 0.45 0.32 0.42 0.35 0.33 0.20

Note that the effectiveness results are independent of the number of machines and how shards
are assigned to machines. Once the assignment of documents to shards has been completed, and
the resource selection parameters determined, selective search generates the same final ranked
list regardless of the number of machines or shard allocations.

That fact means that these effectiveness results apply uniformly to all of the efficiency ex-
periments we report. The baseline scores reported for exhaustive search were generated using
structured queries and the sequential dependency model (SDM) [Metzler and Croft 2005], remov-
ing spam documents from the final result using the Waterloo Fusion spam scores [Cormack et al.
2011] at a threshold of 50%. The selective search runs use a similar set-up whenever possible; for
Rank-S, the CSI was searched using SDM queries. For both Taily and Rank-S, the selected shards
were searched using SDM queries and the result list was filtered for spam. These arrangements
provide a more effective baseline than that used by Kulkarni [2013], and one that is comparable
to the baseline used by Aly et al. [2013], producing the strongest possible baseline run.

In addition to the 2009 and 2010 Web Track queries used in previous investigations, our experi-
ments include query sets from the 2011 and 2012 Web Tracks. Results for query sets are reported
separately rather than averaging across query sets, in order to distinguish the effects of differ-
ent tasks on selective search. Notable in these results is that selective search is not always as
competitive as previously reported, particularly for the CW09-A dataset.

In the results reported by Kulkarni [2013] and by Aly et al. [2013], effectiveness was averaged
across the 2009 and 2010 Web Track query sets. However, the two query sets have different char-
acteristics. The 2010 queries tend to be more difficult, resulting in lower effectiveness from the
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Table 15: Sizes of the query logs, in thousands. The “Train” column indicates training queries used to
set parameters. The “Test” column indicates testing queries used for reporting results. Columns
“TestW” and “TestM” indicate queries that were sampled starting one week and one month after
the Train queries, respectively. Those two query streams are used in Section 7.4.3.

Dataset Log Train Test TestW TestM

Gov2 AOLG 1K 10K 10K 10K
Gov2 MQTG 1K 10K
CW09-A AOLW 1K 10K 10K 10K
CW09-A MQTW 1K 10K

exhaustive search baseline. The exhaustive search system had difficulty separating relevant docu-
ments from similar-looking non-relevant documents. However, selective search was less affected
because clustering assigned these documents to different shards, and then resource selection ig-
nored the shards that contained the similar-looking non-relevant documents. Thus, as observed
by Powell et al. [2000], a partitioned index and good resource selection became more effective
than exhaustive search. This effect is further studied in detail in Chapter 3.

When the 2010 results are averaged with the 2009 results, the weaker 2009 results are masked,
and it appears as if selective and exhaustive search have comparable performance. While the
accuracy results are reported with our modified shard maps, these results hold when using the
original shard map with very little difference in accuracy.

The effectiveness results reported in Table 13 and Table 14 suggest that the parameters used
for Taily and Rank-S might not be optimal. To address that concern, we performed a parameter
sweep to check for better settings, but were unable to identify parameters that both yielded accu-
racy comparable to exhaustive search and also searched a moderate number of shards. We also
experimented with a clairvoyant “oracle” shard ranking, in which the four shards containing the
greatest number of relevant documents were always presumed to always be selected. Those hypo-
thetical results are shown in the final row of Table 13 and Table 14. The marked gap between the
attained effectiveness and the goal set by the oracle system indicates that the accuracy of selective
search is a function of the resource selection process, and makes it clear that further algorithmic
improvements may be possible. This subject is later explored in Chapter 3 and Chapter 6. We
use the configurations reported in Table 12, and in the remainder of this chapter focus solely on
efficiency.

7.3.3 Query streams

A key contribution of this work is the measurement of the performance of selective search under
realistic query loads, and determination of the point at which each configuration saturates. For
these experiments a much larger query log is needed than the Web Track and Terabyte Track
query sets used in the effectiveness study. The experiments that are the main focus of this chapter
make use of the AOL query log2 and the TREC Million Query Track query set [Carterette et al.
2009]. These query logs are from a different timespan than the collections, but the queries are

2 Queries span March through May 2006.
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only used to measure efficiency, not effectiveness, and the small discrepancy in their temporal
coverage is not a concern.

In order to simulate a live query stream, the AOL log was sorted by timestamp, and dedupli-
cated to only contain unique queries. Deduplication is performed because a production system
would serve repeated queries from a cache, and most queries would be seen only once by the
search engine. For CW09-A, the first 1,000 queries from the log were then used as training data
to set configuration parameters such as B, the number of brokers (Section 7.4.2), and assignments
of shards to machines (Section 7.4.3). The next 10,000 queries were used for testing. Together, the
queries cover a time period of 2006-03-01 00:01:03 to 2006-03-01 01:31:45. For Gov2, the timestamp-
sorted AOL query stream is also filtered to form a query stream where there is at least one .gov-
domain result click recorded for each query. The first 1,000 queries were again used as training
data, and the next 10,000 queries used for testing, covering the time period 2006-03-01 00:01:08

to 2006-03-01 20:09:09. Two further test query sets were also extracted from the AOL log: 10,000
queries starting from 2006-03-08, one week after the main query stream (TestW); and another
10,000 queries commencing 2006-04-01, one month after the main query stream (TestM). These
two additional test sets were used in the experiments described in Section 7.4.3.

Another pair of query streams was created using the TREC Million Query Track (MQT) queries.
The MQT queries have no timestamps and were used in the order they appear in the files provided
by the National Institute of Standards and Technology (NIST). For Gov2, the first 1,000 queries of
the 2007 query set were used for training; 10,000 queries from the 2008 query set were used for
testing. For CW09-A, both the 1,000 training and 10,000 testing queries were extracted from the
TREC 2009 MQT sequence. In total, 84,000 queries were used at various stages of the evaluation,
split across the categories summarized in Table 15.

7.4 experimental results

Our experiments investigate the efficiency and load characteristics of a selective search architec-
ture under a variety of conditions. The first set of experiments evaluates an environment similar to
the one proposed by Kulkarni [2013], but allowing for parallel execution of queries and tasks (Sec-
tion 7.4.1). The second suite of experiments explores resource selection costs, resource selection
algorithms, and how to overcome any computational load imbalances originating from resource
selection (Section 7.4.2). The third round of experiments investigate the load and throughput
effects of two different policies for assigning shards to machines (Section 7.4.3). The last experi-
ment compares index-spreading and mirroring strategies when using additional computational
resources (Section 7.4.4).

7.4.1 Selective search efficiency

In this section, we address RQ 7 – Is selective search more efficient than exhaustive search in a parallel
query processing environment? The selective search architecture is compared to a typical exhaus-
tive search architecture in small-scale environments similar to those examined by Kulkarni and
Callan [2010a] and Kulkarni [2013]. Each test collection was divided into topical shards and the
shards randomly distributed across all machines, with each machine receiving the same number
of shards. The same collections were also used to build an exhaustive search baseline by construct-
ing C (the total number of cores) evenly sized shards via a random assignment of documents, and
then allocating one shard per core to each machine; ci = 8 in our experiments, thus 8 shards were
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Table 16: Average number of shards selected by Taily and Rank-S for the Test logs, measured using the
configurations depicted in Figure 17.

Query log Resource selection
Gov2 CW09-A

avg sddev avg sddev

MQT Taily 2.5 1.4 3.6 2.9
Rank-S 4.2 1.8 4.4 1.7

AOL Taily 2.9 1.6 11.9 31.3
Rank-S 4.6 1.9 4.2 1.7
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(a) Gov2 dataset.
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(b) CW09-A dataset.

Figure 17: Exhaustive search and selective search using CW09-A and Gov2 and random shard assignment
for the AOLW Test and MQTW Test, AOLG Test and MQTG Test query sets (shown as AOL and
MQT in the labels for brevity). In these experiments, M = 2, B = 1, and S = 2.

assigned to each machine. This allows exhaustive search to minimize latency by making use of
all cores for every query. In both configurations, only one machine (B = 1) accepted broker tasks,
so as to emulate previous arrangements as closely as possible.

Table 16 summarizes the average number of shards selected by the resource selection algorithms
with parameters as discussed in Section 7.3.2. Note the high variance in the number of shards
selected by Taily for the AOL query set used with CW09-A.

When the AOL query log is used with the CW09-A collection, the distribution of Taily shard
scores levels off quickly and becomes flat, which makes it difficult for Taily to distinguish between
shards. This causes the mean and standard deviation of the number of shards selected to be much
higher than in other configurations. The AOL query set used with Gov2 does not experience the
same issues; these queries are cleaner due to the filtering process documented in Section 7.3.3.
Even with these variances affecting behavior, selective search examines only a small fraction of
available shards and produces significant efficiency gains regardless of the resource selection
method deployed.
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Table 17: Dispersion of per-query processing times for selected configurations of exhaustive, Rank-S and
Taily methods, at the last point on each of the corresponding curves in Figure 17. Columns display
the 50th, 75th, 99th percentiles, the mean, and the maximum value of individual query processing
times, where time is measured in simulation milliseconds. In these experiments, M = 2. Recall
that the simulation was tuned to model the costs associated with Indri, a research search engine;
a commercial system would likely have lower processing times.

Collection Queries Method
1/λ

(qry/s)
Percentile

Mean Max
50% 75% 99%

Gov2 MQT Exh 0.28 2,268 4,409 11,676 2,936 20,868

Rank-S 3.20 1,632 2,651 6,206 1,883 10,229

Taily 5.50 1,189 1,901 4,579 1,366 8,145

AOL Exh 0.42 250 1,126 5,016 768 9,135

Rank-S 7.50 397 865 2,606 590 5,352

Taily 12.00 265 612 1,868 407 4,329

CW09-A MQT Exh 0.04 5,819 26,510 110,232 17,784 206,595

Rank-S 3.20 1,468 3,537 13,082 2,516 32,888

Taily 9.00 510 1,012 3,340 719 6,709

AOL Exh 0.03 21,736 50,525 172,978 34,019 427,116

Rank-S 1.80 3,263 6,220 18,351 4,208 76,103

Taily 0.75 902 3,869 21,350 3,032 46,770

Figure 17 shows the throughput of two selective search variants, compared to exhaustive search.
In each of the frames the vertical axis shows the median time to process each query, plotted as
a function of the query arrival rate on the horizontal axis. Alternative summary metrics such
as the mean or the 95% percentile processing times were also explored, and produced similar
outcomes. Each plotted curve represents a combination of query set and processing regime, and
the two frames correspond to the two collections. The elbow in each plotted curve indicates the
point at which that system configuration approaches saturation. To avoid extreme results, each
curve was truncated at the point at which the median processing time for queries exceeded twice
the median processing time for queries in a unloaded system, determined by the latency at 0.01
queries per second, at the left-hand end of the curve. Query arrival rates were chosen dynamically
for each curve, so that the region of greatest gradient can be clearly distinguished. Configurations
where the curve is lower have lower latency. Configurations with elbows that are further to the
right require fewer resources per query and attain higher throughput rates when the system is
approaching saturation.

To describe the variation of query processing times, Table 17 presents the 50th, 75th and 99th
percentile, mean, and max values of query processing time for several configurations of selective
search. The dispersion of query processing time is computed at the last point in the plotted curves
of Figure 17 – the point where the system is approaching saturation.

Table 18 presents the breakdown of average costs for queries at the system saturation point
for the configurations studied. The network costs and merging costs are minimal. As expected
of a system under full load, queries spend a significant amount of time in the central query
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Table 18: Breakdown of the average time spent processing queries, at the last point on each of the corre-
sponding curves in Figure 17. Central queue indicates the percentage of time spent in the central
query queue; network indicates the delays caused by network congestion; internal queues indicates
time spent in system queues such as a machine’s shard search queue or merge queue; resource
selection indicates time spent performing resource selection; and merge is time spent performing
the final merge operation. The remaining time not included in these categories was spent in shard
search.

Collection Queries Method
1/λ

(qry/s)
Central
queue

Network
Internal
queues

Resource
selection

Merge

Gov2 MQT Exh 0.28 21.88% 0.06% 14.91% - 0.09%
Rank-S 3.20 32.16% <0.01% 3.35% 13.38% 0.01%

Taily 5.50 30.38% <0.01% 3.44% 1.58% 0.01%
AOL Exh 0.42 21.41% 0.07% 16.92% - 0.01%

Rank-S 7.50 25.67% 0.01% 2.58% 14.67% 0.04%
Taily 12.00 20.55% 0.01% 2.68% 2.50% 0.03%

CW09-A MQT Exh 0.04 31.57% <0.01% 25.24% - <0.01%
Rank-S 3.20 25.55% <0.01% 1.72% 53.44% 0.01%

Taily 9.00 26.36% 0.01% 5.10% 1.66% 0.02%
AOL Exh 0.03 30.86% <0.01% 31.08% - <0.01%

Rank-S 1.80 22.40% <0.01% 1.93% 59.67% <0.01%
Taily 0.75 36.77% <0.01% 7.54% 0.46% 0.02%

queue, and in queues internal to each system. Note the differences in the time spent in resource
selection between Rank-S and Taily. Systems using Rank-S, a sample-based algorithm, spent a
larger portion of time performing resource selection, particularly when using CW09-A. This also
produces higher latency for Rank-S systems as seen in Figure 17. This result is expected because
sample-based resource selection methods are more expensive than term-based methods. This
topic is explained in more detail and further explored in Section 7.4.2.

When querying the CW09-A collection (Figure 17b), selective search outperforms exhaustive
search by a factor of more than ten, because only a small fraction of the 884 shards are searched.
Query latency is also lower in selective search, despite the two-step process of resource selection
followed by shard search. This is due to fewer resources being used by selective search, and
the fact that at low query loads, latency is largely determined by the slowest partition that is
polled. Topical shards are smaller than random shards, thus they can be searched more quickly.
A larger fraction of the fifty possible shards are searched in the Gov2 collection (Figure 17a), so
the performance improvement is not as high. Even so, selective search of Gov2 handles four to
five times the rate of queries as exhaustive search before saturating.

Taily has better throughput and latency than Rank-S for the majority of settings tested. The
only exception is for the AOLW Test query set in CW09-A, where the larger number of shards
searched by Taily eclipses the lower resource selection costs, resulting in better throughput for
Rank-S. More broadly, selective search delivers markedly better performance characteristics than
exhaustive search in all of the configurations investigated, reaffirming the findings of Kulkarni
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Figure 18: Average utilization of machines using Rank-S, the CW09-A dataset, the AOLW Test queries,
M = 2, B = 1 and S = 2. Each point is the mean over 10 sequences of 1,000 queries; error bars
represent 95% confidence intervals.

and Callan [2010a] and Kulkarni [2013] that selective search is a viable framework for improving
the efficiency of parallel query processing.

7.4.2 Resource allocation

Figure 17 indicates that Taily is more efficient than Rank-S, with significantly better query latency
and throughput in the majority of configurations tested. The difference is a direct consequence of
the two approaches to resource selection. Aly et al. [2013] demonstrated that resource selection
costs can be a substantial portion of the total retrieval cost in a system that uses sample-based
resource selection algorithms, such as ReDDE and Rank-S. We now examine in detail how the
different resource selection computations affect throughput and load of selective search, across a
range of different system configurations in order to answer RQ 8 – How does the choice of resource
selection algorithm affect throughput and load distribution in selective search, and how can any imbalances
originating from resource selection be overcome?

In the experiments illustrated in Figure 17, only one machine acted as broker, and the shards
were evenly distributed across the two machines (B = 1,S = 2). This is similar to the configuration
described by Kulkarni [2013]. However, this configuration is not optimal for selective search, and
produces an uneven machine load, especially when using Rank-S to select shards. Figure 18 plots
the machine utilization of this configuration, using Rank-S,M = 2machines, and searching CW09-
A with the AOLW Test query set. All broker tasks are handled by machine m1, and this machine
is also a searcher. Consequently, m1 is heavily loaded when compared to the other machine,
and the majority of its load is generated by resource selection. A detailed examination of the
m1 workload reveals that resource selection is responsible for more than 70% of the machine’s
computational load when the arrival rate is 2.5 queries per second. Merging requires near-zero
load. A similar imbalance is observed when other simulator parameters such as query streams,
collections, and hardware are varied.

We then configured the machines in the Rank-S system to allow more broker processes. When
tuning a selective search system, this decision can be based on training queries. We compare
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(a) Gov2 dataset, MQTG Test queries.
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(b) CW09-A dataset, AOLW Test queries.

Figure 19: Varying the resources assigned to broker processes using Rank-S, with M = 2, and random
shard assignment.

the results of B = 1 to B = 2, a configuration where both machines perform resource selection.
Figure 19 shows these parameter settings when applied to the Test queries and the Rank-S MQTG

Test and AOLW Test configurations. When M = 2, the best Rank-S settings were B = 2 for Gov2

with an even distribution of shards for both MQTG Train and AOLG Train logs. This configuration
gives small improvements in throughput over the baseline of using B = 1. For Rank-S on CW09-
A, B = 2 was also the best configuration for AOLW Train and MQTW Train, but the throughput
improvements are much larger. The difference in behavior for these datasets is due to the size
of the CSI. Rank-S uses a 1% sample of the corpus to make decisions. For Gov2, a 1% sample is
about half the size of an average shard, but for CW09-A, 1% is about eight times the size of an
average shard. Most of the work for CW09-A is devoted to resource selection while for Gov2 most
of the work is dedicated to shard search, as was seen in Table 18. Similar results were obtained
using Rank-S with other settings.

Taily requires far less computation for resource selection than does Rank-S, and the best setting
was B = 1 for all query logs, and all datasets. At M = 2 and B = 1, resource selection for Taily
accounted for less than 2% of m1’s processing capability. This illustrates the advantage of term-
based algorithms – efficiency. In most configurations, Taily also consumes fewer computational
resources overall than Rank-S. As is shown in Figure 17b, the resulting performance gains can be
large.

Overall, the choice of resource selection algorithm has a significant impact on the throughput,
latency, and load distribution of selective search; and unless care is taken, load imbalances can
emerge even when just a few machines are being used. In the larger CW09-A dataset, Taily had
significant latency and throughput advantages compared to Rank-S, because of the high cost
of searching the larger Rank-S CSI. However, sample-based algorithms have other advantages,
including the ability to run structured queries.
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Figure 20: Popularity of shards in the CW09-A training query sets for the top 10% of most frequently
accessed shards as selected by Rank-S. The vertical axis indicates the total number of times a
shard is selected for all queries.

7.4.3 Shard assignment policies

The preceding experiments assigned shards to machines randomly. With two machines (M =
2), random assignment of shards to machines distributes query traffic evenly across machines,
since there are many more shards than machines (P � M). However, this assumption does not
hold as M increases because selective search deliberately creates shards that have skewed term
distributions and topical coverage. So, in this section we examine RQ 9 – How do different methods
of shard allocation affect throughput and load distribution across multiple machines?

Figure 20 shows the relative popularity of the 80 most used CW09-A shards, and demonstrates
that the skewed term distributions means that some shards are selected more often than others.
For example, when the Rank-S resource selection algorithm is used to select topic-based shards
for the Gov2 queries from AOLG Train query set, the five most frequently selected shards account
for 29% of all shards selected – 1,302 out of 4,491 shard selections. In CW09-A, the AOL query log
also exhibits a strongly skewed popularity pattern. The MQT query set displays a milder, but still
noticeable, skew. This unevenness of popularity has the potential to adversely affect throughput
in a system distributed over multiple machines by overloading machines that are responsible for
popular shards and creating bottlenecks that then starve other machines of work. Even a small
increase in the number of machines to M = 4 can lead to a load imbalance.

The next set of experiments investigates the effectiveness of Random assignment, and compares
it with a Log-based algorithm, which uses training data to estimate and balance the average load
across machines. The Log-based approach takes a set of training queries, performs resource selec-
tion, and computes the sum of the postings costs for each shard. That sum is used as an estimate
of the shard’s load. Shards are then ordered most to least expensive, and assigned to machines
one by one, in each case choosing the machine that currently has the lowest estimated load. Fi-
nally, any remaining shards that were not accessed by the training queries are assigned based
on size. In these experiments a set of 1,000 training queries was employed. Using Taily’s shard
selections, Gov2 had no unaccessed shards for either query set, and 7% and 4% of shards were
unaccessed for AOLW Train and MQTW Train respectively in CW09-A.
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(a) Random shard assignment.
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(b) Log-based shard assignment.

Figure 21: Utilization of machines for selective search on Gov2, using Taily, the MQTG Test queries, M = 4,
B = 1, S = 4 and a uniform shard distribution. Each point is the mean over 10 sequences of
1,000 queries; error bars represent 95% confidence intervals. The broker resides in m1 for both
configurations. The two frames share a common legend.

Table 19: Average loadi and range (max loadi − min loadi), where loadi is the time-averaged CPU load of
mi during the simulation, for two shard allocation policies and a range of query arrival rates,
using Taily resource selection, M = 4, B = 1, and S = 4. Results for Gov2 using MQTW Test
queries are also shown in Figure 21.

Dataset Queries
Allocation

method
Avg loadi and range of loadi for each query arrival rate T
avg rnge avg rnge avg rnge avg rnge

6 qry/s 8 qry/s 10 qry/s 12 qry/s
Gov2 MQTG Test Random 0.32 0.30 0.42 0.40 0.53 0.49 0.61 0.58

Log-based 0.32 0.10 0.42 0.14 0.53 0.17 0.63 0.21

20 qry/s 30 qry/s 40 qry/s 50 qry/s
Gov2 AOLG Test Random 0.40 0.19 0.59 0.28 0.73 0.34 0.78 0.36

Log-based 0.40 0.14 0.59 0.20 0.73 0.25 0.78 0.26

10 qry/s 15 qry/s 20 qry/s 25 qry/s
CW09-A MQTW Test Random 0.36 0.08 0.53 0.11 0.70 0.15 0.81 0.17

Log-based 0.36 0.05 0.53 0.07 0.70 0.09 0.82 0.10

1.5 qry/s 2.0 qry/s 2.5 qry/s 3.0 qry/s
CW09-A AOLW Test Random 0.39 0.07 0.52 0.10 0.65 0.12 0.76 0.14

Log-based 0.39 0.01 0.52 0.02 0.65 0.02 0.77 0.03

In this experiment, we focus only on the performance of Taily. The results for Rank-S are similar.
Figure 21 shows the effect of the shard assignment policies on machine utilization as query arrival
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Table 20: Average loadi and range (max loadi −min loadi) of shard search machine utilization as the train-
ing data ages, using the Log-based shard allocation policy. Other simulation settings are as de-
scribed in Table 19. Test queries begin immediately after the training queries. TestW and TestM
queries begin from 1 week and 1 month after the training queries, respectively. The MQT queries
do not have timestamps and so were not used in this experiment.

Dataset Query log
Average loadi and range of loadi for each query arrival rate T
avg rnge avg rnge avg rnge avg rnge

20 qry/s 30 qry/s 40 qry/s 50 qry/s
Gov2 AOLG Test 0.40 0.14 0.59 0.20 0.73 0.25 0.78 0.26

AOLG TestW 0.38 0.13 0.56 0.19 0.71 0.24 0.76 0.25

AOLG TestM 0.32 0.14 0.47 0.20 0.62 0.26 0.72 0.30

1.5 qry/s 2.0 qry/s 2.5 qry/s 3.0 qry/s
CW09-A AOLW Test 0.39 0.01 0.52 0.02 0.65 0.02 0.77 0.03

AOLW TestW 0.39 0.01 0.51 0.02 0.63 0.02 0.75 0.02

AOLW TestM 0.40 0.02 0.53 0.02 0.66 0.02 0.77 0.03

rates are varied for the Gov2 dataset using the Million Query Track queries. Machine utilization
(or load) varies from 0–100% (shown as 0.0 to 1.0). The range of machine loads show that the
Random policy produces an uneven utilization of machines, and saturates relatively quickly due
to a bottleneck on m4. In comparison, the Log-based policy reduces variance of load noticeably,
and produces a more even utilization of the machines. Detailed results for other configurations
are given in Table 19, and display similar usage patterns. In all settings, Log-based assignment
produces more uniform resource utilization than does Random.

The risk of using Log-based allocations is that the learned attributes may become outdated as a
result of changes in the query stream. Table 20 investigates this potential shortcoming by showing
machine usage when processing three query sets each containing 10,000 queries: one that arrived
immediately after the training queries; a second set that arrived one week after the training
queries; and a third set that arrived one month after the training queries. Average utilization
is similar in each case, and variance increases marginally as the query stream evolves, but the
changes are generally small. Results for the AOL log for Gov2 one month after assignment are an
exception and have a markedly lower utilization due to a burst of shorter queries that occurred at
this time (2.18 words on average versus 2.41 and 2.44 for TestW and Test queries respectively), but
the variance still remains similar. Shard assignments should be periodically revised to maximize
throughput, but it is not necessary to do it frequently, and the cost of periodically refreshing
shard assignments can be amortized.

An additional concern is that the Random allocations used in Figure 21 and Table 19 may not be
representative of the distribution of all possible allocations, as there could be significant variation
between two Random allocations. One allocation could have nearly perfect organization of shards
by coincidence alone, while another might group the popular shards on a single machine, causing
a severe load imbalance. In order to explore the variability of Random allocations, we generated
ten different allocations per combination of collection and query stream, and measured the vari-
ance of the loads. Figure 22 presents the results for the AOLG Test query set of Gov2 and the
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(a) Gov2 dataset and AOLG Test query log.
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(b) CW09-A dataset and MQTW Test query log.

Figure 22: The variance of the load spread (max loadi − min loadi) of ten Random shard allocations, with
M = 4, B = 1. The midline of the box indicates the median, the outer edges the 25th and 75th
percentile values, and the whiskers the most outlying values. The load spread for Log-based
shard allocation is also plotted as a reference point. Note the different horizontal and vertical
scales in the two panes.
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(a) Gov2 dataset and AOLG Test query log.
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(b) CW09-A dataset and MQTW Test query log.

Figure 23: The variance of the load spread (max loadi − min loadi) of ten Random shard allocations, now
with M = 8, B = 8. All other parameters are as for Figure 22. Note the different horizontal scales
in the two panes.

MQTW Test query set of CW09-A. Also plotted on the graph is the load spread of the Log-based
allocation method. While there was at least one Random allocation that produced a more uni-
form load than the Log-based method, there was also significant variability in the load spread
for different Random allocations, and the median values were all well above the corresponding
value for the Log-based method. Figure 23 shows that when the number of machines is increased
to M = 8, Log-based allocation produces the best load distribution even when compared to ten
different Random allocations. That is, the Log-based method reliably picks an allocation with low
spread when compared to Random allocation.
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Balanced assignment of shards and higher utilization of machines can lead to higher query
throughput, as shown in Figure 24. The Random policies shown in this figure are the median
performing assignment from Figure 22 and Figure 23. At M = 4, the Log-based policies are dis-
tinctively better than a Random policy for the Gov2 dataset (especially for MQT). The difference
between Random and Log-based policies widens when M = 8 machines are used. The differ-
ences between the allocation strategies for CW09-A dataset are much smaller due to the smaller
differences in load variance between the Random and Log-based assignment as can be seen in
Table 19, Figure 22, and Figure 23. Correcting greater load imbalances produces a larger impact
in throughput.

Finally, Log-based assignment produces better utilization than Random allocation even after
one month in most settings, further supporting the stability of the assignment. It is clear that the
method of allocating shards to machines has an impact in load distribution of selective search,
and hence throughput.

7.4.4 Scalability

The main focus of this work is on low-resource environments (typically two to eight machines).
But one advantage of a simulation model is that other configurations can also be explored, and
we are also able to examine large-scale environments. Distributed IR systems typically achieve
scalability in two ways: shard replication and/or increasing the number of machines available
in the cluster so that each is responsible for a smaller volume of data. We explore the scalability
of selective search using these two approaches, and consider RQ 10 – Does selective search scale
efficiently when adding more machines and/or shard replication? Note that the experiments in this
section are for CW09-A only, because Gov2 only has 50 shards.

Figure 25 compares selective search and exhaustive search with M = 64 machines in opera-
tion, and uses the methods for load balancing described in Section 7.4.2 and Section 7.4.3. With
more machines in use, the latency of exhaustive search is decreased because the shard sizes are
smaller. Selective search’s latency remains the same because the number of topical shards is not
determined by the number of machines. There are 512 random shards and 884 topical shards,
thus one might expect selective search to have lower latency than exhaustive search, but exhaus-
tive search is faster. Query term posting lists are shorter in the random shards than in the topical
shards selected by Taily or Rank-S, which allows an exhaustive shard to be searched more quickly
than a topical shard. However, selective search still provides substantially higher throughput than
exhaustive search; selective search may take longer to search one shard, which produces higher
latency, but it also searches many fewer shards, which produces higher throughput.

Figure 26 further demonstrates the throughput advantage held by selective search. In this ex-
periment, the total time in simulation seconds required to process 10,000 queries is measured as
a function of the number of machines available. In all configurations, selective search remains a
better option for throughput, requiring less time to process queries. This experiment also shows
that selective search scales with the number of machines available. Both exhaustive and selec-
tive search are nearly parallel to the red dash-dot line, which represents the ideal case where
throughput is doubled with doubled machine capacity.

In Figure 25 and Figure 26, an index spreading strategy was assumed, in which the shards are
distributed across the larger number of machines, and then the number of machines allocated
to resource selection and shard search are adjusted to make the best use of the new hardware.
However, when there are more machines than shards, index spreading is no longer feasible and
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a different method must be used. One alternative is to increase throughput by using additional
space and adopting a mirrored architecture. For example, if the number of machines is doubled,
two copies of each shard, twice as many resource allocation cores, and twice as many shard search
cores can be used. Mirroring requires double the disk space of index spreading, but may have
other advantages that make it desirable. Either approach can roughly double throughput.

Figure 27 compares the effect of index spreading and mirroring when M = 64 machines are
employed, again plotting median query latency as a function of query arrival rate. In most config-
urations, mirroring has a small throughput advantage, derived from the fact that as the number of
machines increases, it becomes increasingly less likely that an evenly balanced shard assignment
will occur. For example, at T = 280, the standard deviation of the machine load in the CW09-A
MQT Test queries is 5.2% for 64 machines, and 3.9% for a 32 machine mirrored configuration
using the index spreading strategy with Log-based allocation. While the throughput differences
are small, mirroring provides additional benefits, such as fault tolerance in case of failure. In
addition, as mentioned previously, mirroring is clearly the best approach when there are more
machines than total shards.

The best overall solution in environments with high query traffic, or many machines may be a
mix of index spreading and strategic shard mirroring (replication), an option also noted by Moffat
et al. [2006]. This is may be an interesting topic for future work.

7.5 summary

Selective search has been shown to be substantially more efficient than the standard distributed
architecture if computational cost is measured by counting postings processed in a one-query-
at-a-time environment [Kulkarni and Callan 2010a,b; Kulkarni 2013]. We have extended those
findings using a simulator that models a realistic parallel processing environment and a wider
range of hardware configurations to be explored; and long query streams extracted from the
logs of web search engines. Using the simulator, we answered several research questions on the
efficiency of selective search.

Previous investigations also demonstrated that selective search is as effective as exhaustive
search, based on experiments with two large datasets [Kulkarni and Callan 2010a,b; Aly et al. 2013;
Kulkarni 2013]. Although our work focused primarily on selective search efficiency, we refined the
experimental methodology used to measure effectiveness, and achieved stronger baseline results
for the CW09-A dataset. One consequence of these changes was the discovery that in some cases
selective search is less effective than exhaustive search, regardless of which resource selection
algorithm is used. Effectiveness was not our focus in this work, but our findings are recorded to
benefit other researchers that wish to pursue this topic.

Our investigation of RQ 7 makes it clear that selective search is more efficient than conventional
distributed architectures for parallel query processing. In a low-resource environment with few
machines, the two-step selective search architecture – resource selection followed by shard access
– can deliver greater total throughput (number of queries processed per time interval) as well
as lower latency (faster response time) than a conventional exhaustive architecture. The latter
result is one that some readers may find surprising, and is a consequence of the small size of
the shards used by selective search, about 500K documents per shard in our experiments. When
more machines are available, exhaustive search has lower latency but selective search always has
substantially higher throughput.
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Other studies have shown that sample-based and term-based resource selection algorithms
have different advantages and costs [Aly et al. 2013]. Our experiments investigated RQ 8 and
the effects of the resource selection algorithm on load distribution, latency, and throughput. We
found that Rank-S was more accurate than Taily, but also much more computationally expensive,
usually resulting in higher latency and lower throughput than Taily. If one chooses to use Rank-S
to obtain greater effectiveness, the computational costs cause a skew in the workload of machines
that must be corrected by replicating resource selection on multiple machines.

Selective search uses topical shards that are likely to differ in their popularity. In our investiga-
tion of RQ 9, we discovered that typical random assignments of shards produce large imbalances
in machine load, even when as few as M = 4 machines are assigned. A Log-based assignment
policy using training queries provided higher throughput and more consistent query processing
times than a random assignment policy. The Log-based assignment is also resistant to temporal
changes, and even after a delay of a month, throughput degradation was minimal.

Previous studies only investigated selective search in computing environments that contained
a small number of machines (low resource computing environments). To study RQ 10, with the
aid of the simulator we also examined the behavior of selective search using clusters of up to
M = 64 machines, each with eight processing cores. We found that selective search remains a
viable architecture with high throughput in these larger-scale computing environments. When
additional processing resources are available, mirroring (replicating all index shards) provides
slightly better throughput in addition to advantages such as fault-tolerance and the ability to
use more machines than there are shards when compared to index spreading (no replication). It
may be sufficient to replicate a few high-load shards rather than the entire index, i.e. selective
replication [Moffat et al. 2006], which would greatly reduce storage costs without sacrificing
throughput. We reserve this interesting problem for future work.

After a thorough investigation of the efficiency characteristics of the selective search architec-
ture, we conclude that it is highly efficient in low resource environments typical of academic
institutions and small businesses, and that the load imbalances of a naive configuration can be
readily addressed. At larger scale, the latency advantages may be lost, but selective search contin-
ues to provide substantially higher throughput. For batch-oriented or offline tasks where latency
is less of a concern than total computational cost, selective search remains the better choice even
at large scales.

This chapter presented a simulator which could be used to thoroughly investigate the efficiency
of a selective search architecture prior to set up. The next chapter provides a tool for evaluating
selective search accuracy without a full system.
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(a) Gov2 dataset, M = 4, B = 1.
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(b) Gov2 dataset, M = 8, B = 8.

0 0.5 1 1.5 2
0

200

400

600

800

1000

Query Arrival Rate (queries/sec)

M
ed

ia
n 

P
ro

ce
ss

in
g 

T
im

e 
(m

s)

 

 

AOL Log−based 1 month

AOL Log−based 1 week
AOL Random

AOL Log−based

(c) CW09-A dataset and AOL query log, M = 4, B = 1.
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(d) CW09-A dataset and AOL query log, M = 8, B = 8.
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(e) CW09-A dataset and MQT query log, M = 4, B = 1.
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(f) CW09-A dataset and MQT query log, M = 8, B = 8.

Figure 24: The effect of shard assignment policies on throughput of selective search, using Taily withM = 4,
B = 1 (left column) and M = 8, B = 8 (right column). Note the differing horizontal scales in
each pair.
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Figure 25: Selective search compared to exhaustive search with M = 64, B = 64 using CW09-A and log-
based shard assignment for the AOLW Test and MQTW Test query sets (shown as AOL and
MQT in the labels for brevity).
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Figure 26: The total time required by a selective search system to process 10,000 queries as a functionM, the
number of machines. Assumes an infinite query arrival rate and B =M in all configurations. The
two query streams used are MQTG Test and AOLG Test, denoted as MQT and AOL respectively.
The red dash-dot line represents the ideal case, where throughput is doubled with doubled
machine capacity.
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Figure 27: Throughput achieved with Log-based shard assignment and M = 64, B = 64 to process queries
against CW09-A. The mirrored configuration is a doubled M = 32, B = 32 system, including
disk space. The two query streams are MQTG Test and AOLG Test, denoted as MQT and AOL
respectively.





8
A U R E C 1

The mapping of documents into shards, called a shard map, can be generated using many different
partitioning schemes (e.g. text similarity, source domain, geography, random) [Kulkarni and Callan
2010a; Baeza-Yates et al. 2009b; Cambazoglu et al. 2010; Brefeld et al. 2011] and many resource
selection algorithms are available for selective search [Aly et al. 2013; Kulkarni et al. 2012]. The
shard map can greatly affect the accuracy of the end-to-end selective search system and is one
of multiple such components (Chapter 3). Thus, it is desirable to be able to measure the quality
of shard maps independent of the other components in the selective search system. In prior
work [Kulkarni and Callan 2010a; Dai et al. 2016], the effectiveness of shard maps was evaluated
with end-to-end selective search systems using queries with relevance judgements. This method
is affected by the choices made in other system components. Building an end-to-end system
and gathering relevance judgements also can be costly. A measurement of shard map quality
independent of other system components would provide better diagnostic information and allow
a selective search system to be tuned more easily and quickly.

This chapter introduces a new method for estimating shard map effectiveness called Area Un-
der Recall Curve (AUReC). AUReC is calculated independent of other selective search system
components. It requires only a set of queries and the results of the full collection retrieval for
those queries; from this data, AUReC can then be used to identify shard maps for an effective
selective search system. To our knowledge, AUReC is the first to fully decouple shard map eval-
uation from other selective search components.

We set up end-to-end selective search systems using three different resource selection algo-
rithms. Using shard maps from Dai et al. [2016] and queries with relevance judgements, we com-
pare the scores AUReC gives shard maps to the accuracy scores from the end-to-end selective
search systems to answer the following research questions:

RQ 11 Can AUReC generate a relative ordering of multiple shard maps that is consistent with orderings
generated by end-to-end system evaluations?

RQ 12 Is AUReC consistent with end-to-end system evaluations on whether differences between two shard
maps are statistically significant?

RQ 13 Is AUReC robust when compared to end-to-end systems using different resource selection algo-
rithms; compared to a variety of IR metrics at different retrieval depths; when the search engine generating
the top-k retrieval is weaker; and when it is calculated with a different set of queries than the end-to-end
evaluation queries?

1 This chapter is a revised and expanded version of Yubin Kim and Jamie Callan. Measuring the effectiveness of selective
search index partitions without supervision. In Proceedings of the 4th ACM SIGIR International Conference on the Theory
of Information Retrieval, pages 91–98, 2018. Figure 28, Figure 30 and the RBO baselines of Table 22, Table 23, Table 24,
and Table 25 are new additions of this dissertation.
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Section 8.1 refocuses the discussion of pertinent past literature under the lens of shard map
evaluation and presents the motivation for this work. Section 8.2 details the process for cal-
culating AUReC. Section 8.3 describes the experimental methodology. Section 8.4 presents the
experimental results and Section 8.5 concludes.

8.1 related work and motivation

Recall that a shard is a search index that contains a subset of the total document collection. A shard
map is the mapping that describes to which shard each document in the collection belongs, which
is determined by the partitioning scheme, a method or technique for generating shard maps, e.g.
text-similarity clustering, grouping documents by geography, or splitting a collection randomly.
Three areas of prior research created and used shard maps: cluster-based retrieval, distributed
retrieval, and selective search.

Recall that cluster-based retrieval systems organize a corpus into topical clusters (shards) to im-
prove search accuracy. A common method of assessing partition quality was to measure search
results produced by a complete (“end-to-end”) system that selects k optimal clusters [Tombros
et al. 2002; Griffiths et al. 1986]. This method has the advantage of separating evaluation of the
shard map from the problem of identifying the best shard(s) (resource selection). However, in Chap-
ter 3 we saw that optimal selection gives misleading information because it measures only how
well relevant documents are grouped together but ignores whether they are grouped in a way
that allows them to be found. This method also requires manual relevance assessments and is
sensitive to parameter choices for the end-to-end system.

Distributed retrieval divides a large collection into shards to improve efficiency. The efficiency en-
abled by different partitioning schemes is well-studied [Moffat et al. 2007; Cambazoglu et al. 2013;
Baeza-Yates et al. 2009b; Cambazoglu et al. 2010; Brefeld et al. 2011]. However, the effectiveness of
different shard maps has received little attention.

Selective search aims to improve the efficiency of large scale search while maintaining the same
quality as searching the entire collection (exhaustive search). Prior work [Dai et al. 2016; Kulkarni
and Callan 2010a; Kulkarni 2013] on selective search evaluated shard maps using the end-to-end
retrieval accuracy (e.g., MAP, NDCG@k, or P@k) of a complete system using that shard map. This
methodology has the advantage of being realistic. However, as noted above, it requires manual
relevance assessments and because the performance of a selective search system is affected by
multiple components (Chapter 3), often the end-to-end result is more representative of the effec-
tiveness of the particular choice of components and how well they are tuned than the quality
of the shard map. Thus, a thorough system designer would generate many shard maps and test
each one against a variety of system configurations, using different resource selection algorithms
and different efficiency levels [Dai et al. 2016]. This is cumbersome, so it is not done often. It is
also more difficult to do well than one might expect.

Consider a case where shard maps containing a different numbers of shards are compared.
Recall that Rank-S is a resource selection algorithm with dynamic shard cut-offs. Given two
Gov2 shard maps containing 50 shards and 194 shards, the parameter B = 3 in Rank-S selects
3.7/50 shards and 4.0/194 shards on average for the TREC Terabyte Track queries, leading to
very different efficiency and accuracy. The parameters of the resource selection algorithm must be
tuned for each shard map such that approximately the same fraction of documents are searched.
An end-to-end evaluation of these two shard maps requires two sweeps for this single parameter.
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There is a need for shard map evaluation that is decoupled from other system components and
parameters, and does not require relevance judgements. Such a tool would give better diagnostic
information about the quality of the shard maps and enable rapid tuning of new selective search
systems.

One method of decoupling evaluation from relevance judgments is to compare the results
of a less thorough (less expensive) search to the results of a more thorough (more expensive)
search that exhaustively searches the entire index. The more thorough, exhaustive search system
is treated as the ‘gold standard’ that the less thorough system is intended to mimic. Exhaustive
search has been used to measure a new system’s accuracy [Carmel et al. 2001] and efficiency
(Chapter 7). It has also been used as a target to train a supervised resource selection algorithm
(Chapter 6). Clarke et al. [2016] used comparisons with exhaustive results to evaluate the effec-
tiveness of early-stage filters in a multi-stage retrieval system. In a selective search context, this
is equivalent to evaluating the end-to-end selective search pipeline by overlap with exhaustive
results. We are the first to apply this concept to scoring shard maps, independent of the other
stages in selective search.

We borrow ideas from French and Powell [2000], who describe a recall-like measure, R̂k(E,B),
used to compare the performance of resource selection algorithms in federated search. We use
similar ideas for the purpose of shard map evaluation. Let B represent an ideal ordering for query
q of a shard map containing n shards; and E the estimated ordering produced by a resource
selection algorithm. Let Bi represent the number of relevant documents in the i’th ranked shard
in B, and similarly for Ei and E. It must be the case that Bi > Bi+1; this ordering of shards is
called relevance-based ranking (RBR). It is not necessarily the case that Ei > Ei+1.

R̂k(E,B) =
∑k

i=1 Ei∑n
i=1 Bi

French and Powell plot R̂k(E,B) from k = {1 . . . n} to visualize and compare the effectiveness of
various resource selection algorithms. Our work develops a variation of the R̂k curve to evaluate
shard maps quantitatively, thereby transforming a visualization aid into a powerful diagnostic
tool.

8.2 aurec

Our goal is a method of evaluating shard maps that that does not require relevance judgements
and is independent of the resource selection algorithm, other system components, and parameter
settings. While different resource selection algorithms have some differences, their shared goal is
to find the shards with the most relevant documents and they tend to return similar shards. Thus,
the quality of a shard map can be treated as an inherent property that can be measured on its
own.

A few assumptions are made in defining AUReC. We assume that shard maps have shards that
are approximately the same size; this is a reasonable assumption because shard maps for selective
search are often size balanced for efficiency reasons [Kulkarni 2013].

AUReC also does not take into account the order of which documents appear in the result list.
In practical applications, selective search is likely to be used in a multi-stage retrieval system, in
which it would act as the fast initial filtering step to produce candidate documents that are passed
to more sophisticated re-ranking algorithms to produce the final results [Clarke et al. 2016]. In
this scenario, the order of the documents that are passed to the second stage does not matter.
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Selective search reduces costs by searching as few shards as possible while trying to produce
results that are as accurate as searching all the index shards (exhaustive search). For a given query q,
a good shard map groups a set of important documents Dq in as few shards as possible, allowing
selective search to ignore more shards while searching for Dq.

There are different ways to define Dq. French and Powell [2000] defined it as documents that
have been judged relevant by a human assessor. However, we would like to avoid reliance on hu-
man relevance judgements. In addition, considering only the relevant documents when evaluat-
ing shard maps creates data sparsity issues. Often only a small number of queries with relevance
judgements are available and some queries have very few relevant documents. The sparsity of
data can produce highly variable results (Chapter 3).

Alternatively, note that the goal of selective search is to meet, rather than to exceed, the accuracy
of exhaustive search, just at a much lower cost. Thus, Dq can be defined as the top-k documents
that an exhaustive search system returns for the query. The size of k may vary based on the
use-case of the selective search system. In the use-case of a first-stage retrieval system (which
we assume), selective search must return deep result lists of up to a thousand of documents to
support later stage re-rankers [Macdonald et al. 2013; Culpepper et al. 2016]. Therefore, in this
chapter we define k = 1000.

For the exhaustive search system, a well-tuned, strong ranker is preferred (e.g. a trained learn-
ing to rank system) for more accurate signals on quality of the documents. This method avoids the
sparsity issues of relevance judgements; our experiments show that the additional data generated
by this method increases the robustness of AUReC.

Given the goals of selective search, a scoring metric f(p,q) which takes a shard map p and a
query q should reward a high concentration of Dq. For example, consider two maps with the
same number of shards pi = {si1, si2} and pj = {s

j
1, sj2}, where |si1 ∩Dq| = k and |si2 ∩Dq| = 0, and

|s
j
1 ∩Dq| = k− 1 and |s

j
2 ∩Dq| = 1, that is, shard map pi has all of Dq in a single shard, where

pj has the documents spread across multiple shards. In this scenario, the scoring function should
produce scores f(pi,q) > f(pj,q).

In addition, consider two shard maps with different number of shards, pi = {si1, . . . , sini
} and

pj = {s
j
1, . . . , sjnj

}, where pi has fewer shards than pj, i.e. ni < nj. Assume |si1 ∩Dq| = k and
|sil ∩Dq| = 0 for l = {2, . . . ,ni}, and similarly, |sj1 ∩Dq| = k, |sjl ∩Dq| = 0 for l = {2, . . . ,nj}, that
is, both shard maps have all of Dq in one shard. The scoring function should award the shard
map that has all of Dq in a smaller shard, or equivalently, the shard map with more shards, since
we assume shard sizes are approximately equal within a shard map. Thus, the function should
produce scores f(pi,q) < f(pj,q).

There are also two properties that are desirable in a shard map evaluation metric as a matter
of convenience: the metric should be quick to compute and should allow statistical significance
tests. In this section, we introduce AUReC, a shard map scoring method that satisfies all the above
properties without relevance judgements or setting up an end-to-end system.

Given a shard map p containing np shards, a query q, and Dq, the top 1000 documents that
an exhaustive search system returns for query q, we can calculate the maximum possible recall
of Dq when searching up to a limit of k shards as follows.

For query q, let count(Dq, spi ), i = {1 . . . np} represent the number of documents in Dq

present in shard spi of shard map p, where the shards were ordered such that count(Dq, spi ) >
count(Dq, spi+1). Rq(p,k) is the percentage of documents in Dq that appear in the first k shards
of shard map p, that is:
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Figure 28: Example of a recall versus fraction of shards searched curve for three different index partitions
for the same query.

Rq(p,k) =

1 |Dq| = 0∑k
i=1 count(Dq,spi )

|Dq|
|Dq| > 0,k = {0 . . . np}

Rq loosely represents recall (what portion of Dq can be found in the given shards) and k

represents efficiency (searching less shards is more efficient). The relationship between the recall
and efficiency in selective search can be described in graphical form by plotting k vs. Rq(p,k)
for k = {0 . . . np}. It is a convex, monotonically increasing curve, with the x-axis normalized to
be between [0, 1] by dividing by np. When comparing multiple shard maps for a given query,
the curves of effective shard maps will be higher and to the left of less effective shard maps.
An example is presented in Figure 28. In this example, shard map A is more effective than B,
achieving higher Rq at lower values of k. C is a shard map where documents inDq were scattered
evenly across all shards and thus Rq increases linearly with k.

Our method calculates the area under this recall versus fraction of shards searched curve and
is named Area Under Recall Curve (AUReC). The AUReC for a query q for a shard map p is
calculated as follows, using the formula for calculating the area of trapezoids:

AUReCq(p) =
1

np

np−1∑
k=0

Rq(p,k) + Rq(p,k+ 1)
2

AUReC scores have the range [0.5, 1.0], where 0.5 indicates that the documents from Dq are
completely evenly distributed across the shards and is the worst possible score, shown by shard
map C in Figure 28. Scores closer to 1.0 indicate that the documents from Dq are tightly clustered
in very few shards. 1.0 is a degenerate case that occurs only when Dq is empty.
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Rq(p,k) is comparable to R̂k(B,B) [French and Powell 2000], where B is the ideal ordering of
shards in shard map p (refer to Section 8.1). It differs by using exhaustive search runs rather
than human-judged relevant documents. It also has defined values when |Dq| = 0 and k = 0,
whereas the equivalent in R̂k are undefined. The k = 0 case for Rq is critical when compar-
ing shard maps that contain a different number of shards. Without this modification, AUReC
plotted from k = {1 . . . np} (as opposed to k = {0 . . . np}) is biased towards shard maps con-
taining fewer shards. For example, consider a shard map p100 consisting of 100 shards with
Rq(p100, 1) = 1 and a shard map p2 consisting of 2 shards with Rq(p2, 1) = 1. Without the k = 0
case, AUReC(p100) = AUReC(p2) = 1, despite thatDq is more densely clustered in p100. By start-
ing at k = 0, AUReC(p100) = 0.01 ∗ 0.5+ 0.99 ∗ 1 = 0.995 > AUReC(p2) = 0.5 ∗ 0.5+ 0.5 ∗ 1 = 0.75,
as desired.

First, efficiency is not taken into account; given two shard maps containing the same number
of shards where one map has roughly equal sized shards and another map has a large shard
containing 90% of the documents in the collection, AUReC would return a higher score for the
unbalanced map, even though the first map is better for efficiency.

AUReC is calculated on a per query basis similar to traditional information retrieval metrics
and can be averaged across queries to generate a summary value. Paired significance testing
is possible. In this chapter, unless otherwise specified, the AUReC score refers to the AUReCq

averaged across all queries in the query set.
No relevance judgements are used to calculate AUReC and no other component of selective

search needs to be implemented. While the size of |Dq| is a parameter that can be tuned based
on the usage of the selective search system or its target metric, there is no need to tune a shard
cut-off value or to pick an efficiency level for resource selection. Instead, the shard-recall curve
describes how well a given shard map performs for a query over all shard cut-offs. Using only
the results of an exhaustive search engine, AUReC can be used to quickly tune a new, effective
selective search system to replace the less efficient exhaustive search system [Clarke et al. 2016].

8.3 experimental setup

We investigate the effectiveness of AUReC by comparing it to full end-to-end system evaluations
of selective search of various configurations; shard maps were evaluated with both methods on
two large web datasets and the results are compared. Generating an end-to-end evaluation re-
quires queries with relevance judgements and choosing a resource selection algorithm. AUReC
requires the results of a strong retrieval engine. This section describes these necessary components
and the metrics used to compare the two methods of evaluation.

8.3.1 Data and query sets

The experiments were conducted on two large web datasets, Gov2 and ClueWeb09 Category B
(ClueWeb09 B). The shard maps used in evaluation were generated by Dai et al. [2016] using
three different methods: KLD-Rand, QKLD-Rand and QKLD-Qinit, where each successive method
produces shard maps of higher quality than the last. These partitioning schemes have random
components and different random seed initializations produce different shard maps. Using 10

different random seeds, Dai et al. [2016] generated 10 shard maps for each method for a total of
30 shard maps per dataset, 60 shard maps overall2. This dataset contains shard maps that should

2 Downloaded from http://boston.lti.cs.cmu.edu/appendices/CIKM2016-Dai/



8.3 experimental setup 89

be of similar qualities and different qualities, and is ideal for testing a new evaluation measure
which should be able to distinguish the two cases.

To generate an end-to-end system evaluation, we utilize queries and relevance judgements
published by TREC. Gov2 was evaluated with the TREC Terabyte Track queries spanning 2004–
2006. ClueWeb09 B was evaluated with the TREC Web Track queries spanning 2009–2012. The
relevance judgements for the TREC Web Track queries were filtered such that only documents
in Category B were present. Furthermore, queries with zero judged relevant documents were
removed from consideration (topics 20, 112, 143, 152 in the Web Track queries), since an end-to-
end system evaluation of these queries cannot be used to rank shard maps. AUReC is calculated
using the same queries but the relevance judgements are not used.

8.3.2 Document retrieval

Calculating AUReC requires the top 1000 documents that should be retrieved for a given query
q, Dq. We create Dq using the top 1000 results of a strong retrieval engine to create the best
possible substitute for relevance judgements. To create competitive near state-of-the-art results,
SlideFuse-MAP [Anava et al. 2016], a data fusion technique was used to fuse the top 10 runs
submitted to TREC in each year as ordered by MAP. Selecting the best runs by MAP creates an
indirect dependence on relevance judgements. This is realistic since most state-of-the-art systems
are supervised and trained with relevance judgements or user data. We later experiment with
a version of AUReC that is completely independent of relevance judgements in Section 8.4.3.
The accuracy of the resulting retrieval runs is summarized in Table 21. The scores of SlideFuse-
MAP were also used to rank the documents in the end-to-end selective search system. Thus, the
evaluation of an end-to-end system uses retrieval results of quality on par with the information
used by AUReC, enabling apple-to-apple comparisons.

8.3.3 Resource selection and baselines

To compare AUReC to the current state-of-the-art, we must create several different configurations
of end-to-end selective search systems, requiring a few different resource selection algorithms.
Three resource selection algorithms were used in the experiments: Taily [Aly et al. 2013], a term-
based algorithm; Rank-S [Kulkarni et al. 2012], a sample-based algorithm; and oracle method,
relevance-based ranking (RBR) at various static shard cut-offs. As discussed in Section 8.1, RBR
orders shards based on the relevance judgements of the query. Shards with the more relevant
documents are ranked higher.

The parameters for Rank-S and Taily were set using the values from Chapter 7 and are summa-
rized in Table 12. Note that Chapter 7 uses ClueWeb09 A, but we apply the same parameters to
ClueWeb09 B as the latter is a subset of the former. When searching the CSI for Rank-S, SlideFuse-
MAP is used to rank the documents. While Rank-S and Taily produce dynamic shard cut-offs (i.e.
number of shards to search per query is built-in to the method and varies by query), RBR does
not. Therefore, we evaluate RBR selective search systems at three different static shard cut-offs,
k = {1, 3, 5}, which is a common range for shard cut-offs (Chapter 7) and expresses a range of
efficiency levels.

The three algorithms used for end-to-end evaluation present two different families of resource
selection, two different strategies for shard cut-offs, and the upper bound of resource selection
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Table 21: Effectiveness of the top submitted TREC runs compared to the runs created from fusing the top
10 submitted runs for each query set with SlideFuse-MAP [Anava et al. 2016].

Query set Best submitted run (MAP) Fused run (MAP)

2009 0.20 0.24

2010 0.24 0.28

2011 0.25 0.31

2012 0.30 0.34

Average 0.25 0.29

(a) ClueWeb09B

Query set Best submitted run (MAP) Fused run (MAP)

2004 0.31 0.35

2005 0.40 0.44

2006 0.42 0.45

Average 0.38 0.41

(b) Gov2

performance. By experimenting with three dissimilar resource selection algorithms, we demon-
strate the robustness of AUReC.

As AUReC is the first method to completely decouple shard map evaluation from other selec-
tive search components, there are no apple-to-apple baselines to which it can be directly com-
pared. However, a common heuristic used score shard maps in cluster-based retrieval systems
is optimal cluster effectiveness, the effectiveness of performing retrieval on the one shard that
contains the most relevant documents [Tombros et al. 2002]. This is exactly equivalent to an end-
to-end system evaluation using RBR resource selection with k = 1.

We also created a second shard map scoring baseline by using rank-biased overlap (RBO) [Web-
ber et al. 2010] score of an end-to-end selective search system. RBO is a method used to evaluate
the results of a lossy optimization method by how much it overlaps an exhaustive search result.
However, the RBO-based baseline still requires an end-to-end selective search system to calculate
the score, including resource selection and a shard cut-off.

In our experiments, RBO is parameterized by p = 0.999, which is roughly equivalent to eval-
uating the result list to a rank depth of 1000. For the resource selection and shard cut-off of the
end-to-end selective search system, we use the RBR k = 3 resource selection method. RBR was
chosen because it is most accurate resource selection method (as it uses oracle knowledge of rele-
vance judgements) and k = 3 was chosen because common parameterizations of selective search
resource selection algorithms select around 3–5 shards (see Table 12).

Although these scoring methods have dependencies on relevance judgements and shard cut-
offs, we include them as baselines in our experiments to provide context and a point of compar-
ison. Note that variations of these baselines that do not use relevance judgements can be easily
created as noted in Section 8.1. However, these baselines are weaker because they use less infor-
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Figure 29: Contingency table for pair-wise comparison of index partitions using AUReC and end-to-end
system evaluation (EtE).

mation. Thus, we chose to present the strictly stronger baselines of optimal cluster effectiveness
and rank-biased overlap.

8.3.4 Metrics

To establish AUReC as a robust method, we compare it to end-to-end selective search evaluations
of multiple different settings. An end-to-end evaluation score EtE(p) of shard map p is generated
by evaluating queries on a selective search system based on shards dictated by shard map p.
Multiple versions of EtE(p) are possible dependent on the type of resource selection algorithm
used, and the evaluation metric used to score the final result list of selective search.

The primary evaluation metric used in this work is Precision at 1000 (P@1000). A metric that
uses a deep-rank was chosen to support later stage re-rankers [Macdonald et al. 2013; Culpepper
et al. 2016]. In addition, because the results are being re-ranked in later stages, the order in which
the relevant documents are returned does not matter. Therefore, we use P@1000, which is a deep,
rank-insensitive metric. The metric also parallels our decision to use 1000 for |Dq|. Shallower and
rank-sensitive metrics are explored in Section 8.4.2.

AUReC and the end-to-end system evaluation are compared in two major ways: list-wise and
pair-wise. In the list-wise comparison, the correlation of the scores of EtE(pi) and AUReC(pi) are
calculated using Pearson’s r. Pearson’s r was chosen over non-parametric, ordinal methods such
as Kendall’s τ so that the correlation in the difference in the magnitude of the scores was mea-
sured, not just the relative rankings. This is important as the shard maps used in the experiments
were generated with three different methods, with each method generating ten shard maps each.
Thus, shard maps generated by the same method are expected to have similar scores, whereas
shard maps generated by different methods should have larger score differences.

In the pair-wise comparison, for each pair of shard maps (pi,pj) where i, j = {1 . . . 30}, i 6= j, we
determine the ordering of AUReC(pi) and AUReC(pj) and whether the difference is statistically
significant under a paired two-tailed t-test with a significance level of α = 0.05. This is repeated
for EtE(pi) and EtE(pj). Given that there are 30 shard maps for a dataset, the total number of
pair-wise comparisons is

(
30
2

)
= 435. Based the decisions of AUReC and end-to-end evaluation

on the direction and significance of the differences between pi and pj, a contingency table can
be built as shown in Figure 29. Note that cells d and f are split in half. This is to indicate two
separate scenarios; in d1 and f2, the end-to-end evaluation scores and AUReC scores agreed in
the direction of the difference, but only AUReC found the difference to be significant. In d2 and
f1, the two methods disagreed on the direction of differences.
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Three summary metrics are reported from this table. First is Pairs recall = a+i
a+b+c+g+h+i . This

indicates the fraction of statistically significant differences found by the end-to-end evaluation
that was also recovered by AUReC. Second is Overlap = a+e+i

435 the number of shard map pairs
where the end-to-end system and AUReC agreed exactly on the direction and significance of the
differences. Lastly, Additional pairs = d1+f2

435 is reported. As described above, this indicates situ-
ations where AUReC was able to detect significant differences where the end-to-end evaluation
could not, due to the greater amount of information used by AUReC and the sparsity of relevance
judgements used by the end-to-end evaluation. Additionally, Overlap+Additional pairs is reported
together, loosely representing the total amount of agreement between AUReC and end-to-end
evaluation. Other cells indicate varying levels of disagreement between the two methods. Cells
c,g indicates strong disagreements where the two methods disagreed on the direction of signifi-
cance; b,h indicate statistically significant differences that were missed by AUReC; and d2, f1 are
situations of slight disagreement where AUReC specifies statistically significant differences, but
in a different direction from the end-to-end evaluation.

8.4 experimental results

AUReC is compared against a full end-to-end system evaluation to investigate the correlation
between the two metrics and see whether it can substitute for a full end-to-end evaluation. We
then investigate the robustness of AUReC by exploring its behaviour when compared against
different retrieval metrics and depths; when calculated with Dq, the set of documents that should
be retrieved for query q, that was generated by a weaker retrieval engine; and when calculated
with queries from a different query set.

8.4.1 Comparison with end-to-end systems

AUReC, optimal cluster effectiveness (equivalent to end-to-end evaluation with RBR, k = 1),
and rank-biased overlap (RBO score of an end-to-end evaluation with RBR, k = 3) baselines
are compared against end-to-end selective search systems utilizing various resource selection
techniques. The results are presented in Table 22 for CW09-B and Table 23 for Gov2.

The experiments demonstrate that AUReC is highly correlated with all end-to-end system eval-
uations in both list-wise and pair-wise comparisons. The high Pearson’s r indicates that the AU-
ReC and end-to-end evaluation scores order shard maps similarly throughout the entire score
range. Figure 30 visualizes the correlation. In addition, the best shard map selected by AUReC
and the end-to-end systems were either identical or were shard maps where there were no statis-
tically significant differences, indicating agreement in the highest end of the scores (not shown).
In other words, AUReC and end-to-end system evaluations will produce very similar decisions
when picking the best shard map.

AUReC also had a high Pairs recall, indicating that it recovered most of the statistically signif-
icant differences between shard map pairs found by the end-to-end systems. Finally, the high
Overlap+Additional pairs sum shows that AUReC and end-to-end evaluations mostly agree on the
direction of differences between pairs of shard maps. In addition, while not shown in the table,
there were no pairs in which AUReC and end-to-end evaluations disagreed in the direction of sta-
tistical significance in any of the settings; that is, there were no pairs of shard maps (pi,pj) where
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Table 22: Comparison of AUReC and two baseline metrics against the evaluation of end-to-end (EtE) sys-
tems with various resource selection algorithms in the CW09-B dataset. The end-to-end systems
used P@1000 to measure the effectiveness of the shard maps. r is Pearson’s correlation. Optimal
cluster effectiveness is a commonly used heuristic in prior work that is identical to an end-to-end
system evaluation using RBR k = 1. The rank-biased overlap baseline uses the the rank-biased
overlap (p = 0.999) score of an RBR k = 3 selective search system against exhaustive search.

Resource selection r Pairs recall Overlap+Additional pairs

Optimal cluster effectiveness
Rank-S 0.94 176/236 = 0.75 0.84+ 0.03 = 0.86

Taily 0.90 161/184 = 0.88 0.89+ 0.06 = 0.94
RBR (k = 1) - - -
RBR (k = 3) 0.95 181/228 = 0.79 0.88+ 0.01 = 0.89
RBR (k = 5) 0.91 173/215 = 0.80 0.87+ 0.03 = 0.90

Rank-biased overlap
Rank-S 0.94 216/236 = 0.92 0.75+ 0.17 = 0.93

Taily 0.91 180/184 = 0.98 0.71+ 0.20 = 0.91
RBR (k = 1) 0.93 184/187 = 0.98 0.72+ 0.22 = 0.94
RBR (k = 3) 0.97 219/228 = 0.96 0.78+ 0.19 = 0.98
RBR (k = 5) 0.94 204/215 = 0.95 0.74+ 0.20 = 0.95

AUReC
Rank-S 0.96 221/236 = 0.94 0.71+ 0.21 = 0.93

Taily 0.92 181/184 = 0.98 0.65+ 0.23 = 0.88
RBR (k = 1) 0.94 185/187 = 0.99 0.66+ 0.27 = 0.93
RBR (k = 3) 0.98 219/228 = 0.96 0.72+ 0.23 = 0.96
RBR (k = 5) 0.96 206/215 = 0.96 0.69+ 0.25 = 0.94

AUReC believed that pi was statistically significantly better than pj but an end-to-end evaluation
believed vice versa.

AUReC correlates better with end-to-end systems than optimal cluster effectiveness, across
both datasets and nearly all settings and comparisons, including systems that use RBR with dif-
ferent cut-offs. In particular, AUReC is superior in replicating statistically significant differences
between pairs of shard maps (Pairs recall). This is because optimal cluster effectiveness produces
high query variance. Other resource selection algorithms select 3–5 shards on average. Selecting
only one shard means optimal cluster effectiveness sees fewer relevant documents and has less in-
formation to make judgements. Consequently, compared to AUReC, optimal cluster effectiveness
produces higher variance and is less able to distinguish statistically significant differences and
is less correlated with other systems overall. While often used in prior research [Tombros et al.
2002], it is a less reliable metric.

There are two places where optimal cluster effectiveness correlates better than AUReC. First
is the pair-wise comparisons against a Taily system in ClueWeb09 B, where optimal cluster ef-
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Table 23: Comparison of AUReC against the evaluation of end-to-end (EtE) systems with various resource
selection algorithms in the Gov2 dataset. The end-to-end systems used P@1000 to measure the
effectiveness of the shard maps. r is Pearson’s correlation. Optimal cluster effectiveness is a com-
monly used heuristic in prior work that is identical to an end-to-end system evaluation using
RBR k = 1. The rank-biased overlap baseline uses the the rank-biased overlap (p = 0.999) score
of an RBR k = 3 selective search system against exhaustive search.

Resource selection r Pairs recall Overlap+Additional pairs

Optimal cluster effectiveness
Rank-S 0.95 169/226 = 0.75 0.84+ 0.03 = 0.87

Taily 0.86 115/149 = 0.77 0.77+ 0.15 = 0.92
RBR (k = 1) - - -
RBR (k = 3) 0.93 169/224 = 0.75 0.85+ 0.02 = 0.87
RBR (k = 5) 0.89 166/229 = 0.72 0.82+ 0.03 = 0.85

Rank-biased overlap
Rank-S 0.95 205/226 = 0.91 0.94+ 0.01 = 0.95

Taily 0.82 124/149 = 0.83 0.74+ 0.19 = 0.93
RBR (k = 1) 0.91 166/181 = 0.92 0.86+ 0.11 = 0.97
RBR (k = 3) 0.93 201/224 = 0.90 0.92+ 0.02 = 0.94
RBR (k = 5) 0.94 202/229 = 0.88 0.91+ 0.02 = 0.93

AUReC
Rank-S 0.95 197/226 = 0.87 0.89+ 0.05 = 0.93

Taily 0.84 121/149 = 0.81 0.71+ 0.20 = 0.92
RBR (k = 1) 0.93 166/181 = 0.92 0.85+ 0.12 = 0.96
RBR (k = 3) 0.93 193/224 = 0.86 0.87+ 0.05 = 0.92
RBR (k = 5) 0.92 195/229 = 0.85 0.87+ 0.03 = 0.90

fectiveness has a higher overall agreement (Overlap+Additional pairs). This was because Taily also
produces high variance results as seen in Chapter 3 and most of the Overlap was from pairs where
both methods did not find significant differences (58% of Overlap pairs). In contrast, most of the
Overlap between AUReC and Taily system were from concordances on statistically significant
differences (64% of Overlap pairs), which is more informative.

Optimal cluster effectiveness also produced a slightly higher Pearson’s r than AUReC when
compared to the Taily system in Gov2. However, this difference is less meaningful; due to the
high variance of the Taily systems, most of the pair-wise differences between shard maps in the
end-to-end evaluation are not significant. This means that in an ordered list of shard maps, there
may be sections where multiple shard maps are interchangeable in order because the confidence
intervals of the shard maps’ scores overlap each other. This introduces noise when calculating
Pearson’s r against a shard map ordering created by a Taily system and thus small differences
become less meaningful.
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Figure 30: Correlation between AUReC scores and P@1000 scores of an end-to-end selective search system
using Rank-S resource selection. Different shapes indicate that the shard map was created using
the KLD-Rand (F), QKLD-Rand (×), or QKLD-Qinit (+) method as described in Dai et al. [2016].

The RBO-based baseline, which uses k = 3 shards, is more reliable than optimal cluster ef-
fectiveness and makes better use of relevance data. AUReC performs similarly to this stronger
baseline, while not requiring an end-to-end implementation of selective search. The trends of the
two methods are largely similar. However, while the sum in the Overlap+Additional pairs column
of the two methods are similar, the AUReC consistently discovers more Additional pairs and has
less Overlap, especially in the ClueWeb09 B dataset. This is a similar effect as discussed above
with optimal cluster effectiveness; across all end-to-end selective search systems tested, a larger
portion of the Overlap between AUReC and end-to-end systems were from agreement on statisti-
cally significant differences than that of RBO. To continue the example from above, for the Taily
end-to-end system in the ClueWeb09 B dataset, only 59% of RBO Overlap pairs were concordances
on statistically significant differences compared to the 64% of AUReC. This indicates that AUReC
is more informative in its decisions than the baselines.

Overall, when comparing Table 22 and Table 23, AUReC has slightly stronger correlations with
end-to-end retrieval systems than RBO in ClueWeb09 B and slightly weaker correlations than RBO
in Gov2. This is against expectations; one would expect that RBO, a baseline in which relevance
data is used to rank shards, would consistently perform better than AUReC, which only uses
relevance data for picking the best TREC systems to construct Dq. This due to the relative lack
of relevance data for ClueWeb09 B. The TREC Web Track queries have shallow judgement pools
and produce high variance due to the dearth of signals [Lu et al. 2016]. This causes variance in
the shards that are selected based on said relevance data, as well (Chapter 3). In this situation,
AUReC is more robust to the lack of data and is able to estimate the performance of shard maps
more accurately than RBO. In Gov2, where relevance data is more plentiful, RBO performs better
than AUReC.

In the work that described the shard maps used in our experiments, Dai et al. [2016] discovered
that while the differences in the means for the end-to-end evaluation scores of the three categories
of partitioning schemes (KLD-Rand, QKLD-Rand, and QKLD-QInit) were greater in ClueWeb09 B
than Gov2, the differences were sometimes not statistically significant in ClueWeb09 B due to
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the higher variance. It was unclear which data set benefits more from the improved partitioning
scheme. This can now be answered using AUReC.

AUReC is calculated based on 1000 retrieved documents and uses more information than eval-
uating an end-to-end retrieval with sparse relevance judgements. Thus, AUReC finds significant
differences where an end-to-end system evaluation cannot. Note the amount of Additional pairs
found by AUReC on the ClueWeb09 B dataset. These are shard map pairs where the end-to-end
evaluation saw the same direction of difference as AUReC but could not conclude their statistical
significance. The end-to-end evaluation found as few as 42% of shard map pairs to be significantly
different (the denominator of the Pairs recall column), but AUReC found significant differences
in 76% of shard map pairs in ClueWeb09 B (cells a+ d+ g+ c+ f+ i in Figure 29). A visual rep-
resentation can be seen in Figure 30b. The three groups of shard maps are clearly distinguished
when projected along the x-axis (AUReC) while the groups overlap when projected along the y-
axis (P@1000). In contrast, Terabyte Track queries for Gov2 have deeper pooling for the relevance
judgements, producing stable results. AUReC finds fewer Additional pairs for Gov2 and found
significant differences in 50% of shard map pairs in Gov2, similar to end-to-end evaluations and
lower than ClueWeb09 B. Figure 30a illustrates this. The differences between the groups of shard
maps are similar for both AUReC and P@1000, and the QKLD-Qinit and QKLD-Rand shard maps are
less separated in Gov2 compared to ClueWeb09 B. Thus, thanks to evidence supplied by AUReC,
we can now conclude that the choice of partitioning scheme affects ClueWeb09 B more strongly
than Gov2.

AUReC typically generates fewer Additional pairs in Gov2. However, when the resource selection
algorithm used by the end-to-end system has high variance (i.e. Taily and RBR k = 1) AUReC
finds significant differences that the end-to-end systems miss.

With this experiment, RQ 11, RQ 12 and a portion of RQ 13 were answered. The ordering of
shard maps generated by AUReC is highly correlated with the ordering determined by end-to-
end system evaluations (RQ 11). In pair-wise comparisons, AUReC found significant differences
in pairs of shard maps where the end-to-end system found differences. In addition, AUReC
was able to discover additional pairs of significantly different shard maps, where end-to-end
systems were unable to ascertain the significance (RQ 12). Finally, AUReC performed well across
two data sets and three different resource selection algorithms, and substantially better than the
common baseline heuristic used by prior cluster-based retrieval research and similarly to the
stronger baseline of RBO-based scoring, which use relevance data and an end-to-end selective
search system (RQ 13). Further sections elaborate on RQ 13 and examine AUReC under less ideal
scenarios to test its robustness.

8.4.2 Different metrics and evaluation depths

So far P@1000 was used for the end-to-end system evaluation, which is a metric directly compa-
rable to AUReC. AUReC is calculated with a top 1000 retrieval ordering of shards that maximizes
the recall. Because there are 1000 documents in Dq, in most cases this is equivalent to maximizing
P@1000 (where a document is considered ‘relevant’ if it is in Dq). However, not all metrics are so
directly related to AUReC. If a metric takes rank position into account, a recall-oriented ordering
of shards is not always optimal. In fact, for metrics such as NDCG and MAP, the optimal solution
set of k shards is not always a subset of the optimal set for k+ 1 shards. To explore how well AU-
ReC correlates with metrics that are less directly related, AUReC is compared against end-to-end
systems evaluations using two rank sensitive metrics, MAP and NDCG at two different evalu-



8.4 experimental results 97

Table 24: Comparison of AUReC and two baseline metrics against a Rank-S end-to-end system at different
rank depths in the CW09-B dataset.

Metric r Pairs recall Overlap+Additional pairs

Optimal cluster effectiveness
P@1000 0.94 176/236 = 0.75 0.84+ 0.03 = 0.86

NDCG@1000 0.89 97/248 = 0.39 0.64+ 0.01 = 0.65
MAP@1000 0.78 17/217 = 0.08 0.53+ 0.01 = 0.54

P@100 0.86 116/204 = 0.57 0.76+ 0.03 = 0.79
NDCG@100 0.75 10/214 = 0.05 0.53+ 0.00 = 0.53
MAP@100 0.62 8/190 = 0.04 0.57+ 0.01 = 0.58

Rank-biased overlap
P@1000 0.94 216/236 = 0.92 0.75+ 0.17 = 0.93

NDCG@1000 0.91 219/248 = 0.88 0.74+ 0.16 = 0.90
MAP@1000 0.89 195/217 = 0.90 0.70+ 0.19 = 0.89

P@100 0.86 189/204 = 0.93 0.70+ 0.17 = 0.88
NDCG@100 0.86 187/214 = 0.87 0.67+ 0.20 = 0.87
MAP@100 0.86 166/190 = 0.87 0.63+ 0.24 = 0.87

AUReC
P@1000 0.96 221/236 = 0.94 0.71+ 0.21 = 0.93

NDCG@1000 0.94 229/248 = 0.92 0.72+ 0.19 = 0.91
MAP@1000 0.91 204/217 = 0.94 0.68+ 0.22 = 0.90

P@100 0.90 194/204 = 0.95 0.66+ 0.21 = 0.88
NDCG@100 0.90 196/214 = 0.92 0.65+ 0.23 = 0.88
MAP@100 0.88 175/190 = 0.92 0.61+ 0.27 = 0.88

ation depths, 1000 and 100. The results are presented in Table 24 for CW09-B and Table 25 for
Gov2. The table shows results for Rank-S end-to-end systems for brevity. Other resource selection
choices behaved similarly except RBR k = 1.

Optimal cluster effectiveness (i.e. RBR k = 1) was much less robust than AUReC and experi-
enced a sharp drop in correlation in every setting and method of comparison. Both the change of
metric and the change of evaluation depth adversely affected the correlation and a combination
of both produced dismal results, especially in ClueWeb09 B (Pairs recall was 0.04 for MAP@100).

RBO is more robust and remains highly correlated with MAP and NDCG, and metrics eval-
uated at a shallower depth. The trends of RBO and AUReC remain very similar; AUReC also
remains highly correlated with the different conditions tested. In particular, differences in the
type of evaluation metric did not impact the correlations in a major way. In Gov2, AUReC was
slightly better correlated with NDCG, a rank sensitive metric, than Precision.
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Table 25: Comparison of AUReC and two baseline metrics against a Rank-S end-to-end system at different
rank depths in the Gov2 dataset.

Metric r Pairs recall Overlap+Additional pairs

Optimal cluster effectiveness
P@1000 0.95 169/226 = 0.75 0.84+ 0.03 = 0.87

NDCG@1000 0.94 153/221 = 0.69 0.78+ 0.06 = 0.84
MAP@1000 0.94 126/228 = 0.55 0.73+ 0.03 = 0.77

P@100 0.84 68/173 = 0.39 0.73+ 0.03 = 0.76
NDCG@100 0.84 50/131 = 0.38 0.77+ 0.05 = 0.81
MAP@100 0.80 36/115 = 0.31 0.79+ 0.03 = 0.82

Rank-biased overlap
P@1000 0.95 205/226 = 0.91 0.94+ 0.01 = 0.95

NDCG@1000 0.97 201/221 = 0.91 0.93+ 0.03 = 0.95
MAP@1000 0.95 201/228 = 0.88 0.91+ 0.03 = 0.94

P@100 0.91 145/173 = 0.84 0.78+ 0.15 = 0.94
NDCG@100 0.89 114/131 = 0.87 0.74+ 0.22 = 0.96
MAP@100 0.86 94/115 = 0.82 0.68+ 0.27 = 0.95

AUReC
P@1000 0.95 197/226 = 0.87 0.89+ 0.05 = 0.93

NDCG@1000 0.96 196/221 = 0.89 0.89+ 0.05 = 0.94
MAP@1000 0.96 197/228 = 0.86 0.88+ 0.05 = 0.93

P@100 0.91 145/173 = 0.84 0.77+ 0.16 = 0.93
NDCG@100 0.88 112/131 = 0.85 0.71+ 0.23 = 0.95
MAP@100 0.86 95/115 = 0.83 0.67+ 0.27 = 0.95

Evaluation depth had a stronger effect on the correlation of AUReC, yet still not necessarily
negative. The results show that at shallower evaluation depths, the variance of the end-to-end
systems increase, as seen by the lower number of statistically significant shard map pairs found
by the end-to-end system, e.g. a P@1000 Gov2 system found 226 pairs with significant differences
whereas the P@100 system found only 173. When compared against the shallower, more variable
system evaluations, AUReC found more Additional pairs and Pearson’s r was reduced. This is in
line with the observations from Table 22 and Table 23 where similar effects were present when
AUReC was compared to a Taily-based end-to-end system which has higher variance. In addition,
AUReC continues to find more Additional pairs than RBO as seen in Section 8.4.1. While AUReC
remains robust against changes in evaluation depth, an interesting avenue for future work would
be to extend AUReC to tune it for shallower metrics.

The increased variance was more pronounced in Gov2 than ClueWeb09 B. The queries for Gov2

have more relevant documents per query than those of ClueWeb09 B (182 vs. 50) and the pooling



8.4 experimental results 99

during the assessing phase was deeper. Gov2 queries have more judged documents further down
in the ranked list than ClueWeb09, and thus were impacted more by the loss of this information
with the use of a shallower evaluation depth.

Results for shallower depths were not reported because the increase in variance makes the
results less interesting. For example, in ClueWeb09 B with P@10, more than 75% of shard map
pairs have no significant differences in the Rank-S system. With such noise, list-wise comparison
using Pearson’s r becomes less informative and any cluster effectiveness metric that is high in
variance would have a good pair-wise overlap with the end-to-end evaluation.

This experiment demonstrates that AUReC is well-correlated with different metrics and dif-
ferent evaluation depths. AUReC is a robust, low-variance method that can identify significant
differences better than end-to-end system evaluations that have high variance configurations, e.g.
using a shallow evaluation depth.

Table 26: Comparison of AUReC scores and Rank-S end-to-end system evaluation using P@1000, when Dq

was generated from weaker rankers.

Type MAP r Pairs recall Overlap+Additional pairs

SDM 0.21 0.95 213/236 = 0.90 0.82+ 0.12 = 0.93
BOW 0.20 0.95 214/236 = 0.91 0.83+ 0.11 = 0.94

(a) CW09-B, compare with Table 22

Type MAP r Pairs recall Overlap+Additional pairs

SDM 0.32 0.95 204/226 = 0.90 0.89+ 0.06 = 0.94
BOW 0.29 0.92 185/226 = 0.82 0.86+ 0.04 = 0.90

(b) Gov2, compare with Table 23

8.4.3 Weaker retrieval engine

In previous sections, AUReC was calculated based on a very high-quality ranker chosen using
relevance judgements. However, results from a strong retrieval engine may not be easy to obtain.
In this experiment, we investigate the results of using a good, but less accurate retrieval engine
to generate Dq.

We use the Indri3 search engine to generateDq using default search parameters. The indexes for
both Gov2 and ClueWeb09 B were stopped and stemmed using the Indri stopword list4 and the
Krovetz stemmer. Runs of two different types were generated: bag-of-word queries and sequential
dependency model (SDM) queries with 0.8 weight given to the original query and 0.1 to the
bigrams and 0.1 to the unordered windows. In a post-retrieval step, ClueWeb09 B results were
filtered for spam, removing any documents that had a Waterloo Fusion spam score5 of below 50.
AUReC scores were generated using these weaker runs and were compared to a full end-to-end

3 https://www.lemurproject.org/indri/
4 http://www.lemurproject.org/stopwords/stoplist.dft
5 http://plg.uwaterloo.ca/ gvcormac/clueweb09spam/
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selective search evaluation, unchanged from Table 22 and Table 23. The accuracy of the Indri-
based runs and correlation of the resulting AUReC scores are presented in Table 26. For brevity,
only Rank-S end-to-end system results are shown. Other resource selection methods displayed
similar trends.

Despite the fact that the Indri-based runs were significantly worse (approximately −30% change
in MAP scores) than the data fusion run, the resulting AUReC scores were well-correlated with
the end-to-end evaluation. However, there is some degradation of results. The bag-of-words Gov2

run especially saw a reduction in correlation scores across all methods of comparison.
The ClueWeb09 B results were also degraded, but in a more subtle way. While the final correla-

tion scores were mostly similar, the composition of the overall agreement scores in the Indri runs
shifted; the weaker Indri based runs were less able to uncover additional significant differences
and instead agreed more with the end-to-end system that the differences were not significant. For
example, AUReC scores based on the data fusion run and Indri SDM run both agreed with the
end-to-end system evaluation on 93% of all shard map pairs. However, 21% of pairs were Addi-
tional pairs in the data fusion run whereas only 12% of pairs were new significance discoveries in
the Indri SDM run.

Although AUReC using the Indri-based runs produced slightly worse correlation with the end-
to-end evaluations, the reduction of effectiveness was much less than the difference in accuracy
of the runs. This implies that while strong retrieval results can improve AUReC, the robustness
of metric indicates that a good out-of-the-box retrieval engine is sufficient to calculate reliable
scores.

8.4.4 Different queries

The final experiment further tests the robustness of AUReC by experimenting with queries that
lack relevance judgements and high accuracy runs, using an out-of-the-box search engine. The
experiments use 10,000 queries from the 2009 TREC Million Query Track (MQT). Queries which
were duplicates of the Terabyte Track query set or Web Track query set were removed. The queries
were then expanded into SDM queries and 1000 results were retrieved per query from the Indri in-
dex using settings and post-retrieval spam filtering for ClueWeb09 B as described in Section 8.4.3.

In order to explore the effect of the number of queries on the reliability of AUReC, AUReC
scores were generated using various sized subsets of the MQT queries. These runs were then
compared against end-to-end systems that are, as usual, evaluated with queries that have rele-
vance judgements. The results are presented in Table 27. For brevity, only the Rank-S end-to-end
system results are shown. Other resource selection methods displayed similar trends.

AUReC generalizes well to different queries and the scores calculated are well-correlated with
a full system evaluation. When the best result of Table 27 is compared to the Rank-S entry of
Table 22, in ClueWeb09 B, AUReC computed with MQT queries converges to a slightly lower
Pearson’s r than what could be achieved if the TREC queries are used. In Gov2, the convergence
value is slightly higher than in Table 23. Both values remain high and suggest that AUReC shard
map rankings remain robust when queries change.

As the number of queries increase, there is a general increase in correlation between AUReC
and the end-to-end system evaluation. However, there is a clear diminishing returns effect on
list-wise comparisons as more queries are used to calculate AUReC scores. Pearson’s r hits a
saturation point quickly and moves slowly or not at all with increasing queries. The pair-wise
correlation comparisons continue to grow somewhat and Additional pairs in particular continues to
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grow more with additional queries. This is expected. As additional queries are utilized, the mean
of the AUReC scores for a given shard map converge quickly. Thus, the shard map’s position
in an ordered list shifts rarely. However, with more evidence, the confidence interval around the
mean continues to shrink and AUReC uncovers more significant differences. Note that Overlap
decreases because e in Figure 29 decreases (i.e. cases where both AUReC and end-to-end believe
the differences between the two shard maps are not significant).

We have calculated AUReC with queries without relevance judgements or high accuracy runs,
using an out-of-the-box search engine. The results were highly correlated with full end-to-end
system evaluations. When this less optimal configuration is compared to the optimal cluster
effectiveness baseline from Section 8.4.1 which used the same queries and relevance judgements
as the end-to-end system evaluations, AUReC had better pair-wise correlation and better or near-
equal list-wise correlation while using a different set of queries and no relevance judgements,
demonstrating that it is robust and reliable.

Table 27: Comparison of AUReC and Rank-S end-to-end system evaluation using P@1000, when using
varying number of MQT queries. The end-to-end system was evaluated with TREC queries, as
usual.

Num of queries r Pairs recall Overlap+Additional pairs

100 0.89 186/236 = 0.79 0.79+ 0.08 = 0.86
200 0.91 198/236 = 0.84 0.80+ 0.09 = 0.89
400 0.92 202/236 = 0.86 0.77+ 0.12 = 0.89
600 0.92 210/236 = 0.89 0.71+ 0.18 = 0.89
800 0.93 217/236 = 0.92 0.70+ 0.21 = 0.91
1000 0.93 219/236 = 0.93 0.66+ 0.24 = 0.90
2000 0.92 223/236 = 0.94 0.62+ 0.26 = 0.88
10000 0.93 224/236 = 0.95 0.58+ 0.28 = 0.86

(a) CW09-B

Num of queries r Pairs recall Overlap+Additional pairs

100 0.89 178/226 = 0.79 0.72+ 0.12 = 0.84
200 0.93 211/226 = 0.93 0.78+ 0.14 = 0.92
400 0.93 211/226 = 0.93 0.74+ 0.16 = 0.90
600 0.94 217/226 = 0.96 0.73+ 0.18 = 0.90
800 0.95 218/226 = 0.96 0.71+ 0.20 = 0.91
1000 0.94 218/226 = 0.96 0.69+ 0.21 = 0.90
2000 0.96 224/226 = 0.99 0.65+ 0.26 = 0.90
10000 0.96 225/226 = 1.00 0.58+ 0.28 = 0.86

(b) Gov2



102 aurec

8.5 summary and recommendations

Prior work evaluated shard maps by measuring the accuracy of end-to-end selective search sys-
tems. This is a cumbersome method that relies on relevance judgements and is sensitive to the
specific system configuration. This chapter introduces AUReC, a new way to measure the effec-
tiveness of shard maps that does not require gathering relevance judgments and is the first to
completely decouple shard map evaluation from other components and parameters of a selective
search system. By freeing shard map quality from other system components, AUReC provides
robust diagnostic information that can be used to quickly sort through a large number of shard
maps to tune a new selective search system, a process which was previously time-consuming and
difficult.

AUReC evaluates shard maps by the area under a recall curve using the retrieval results of an
exhaustive search system. It is highly-correlated to end-to-end selective search system evaluations
while being simple to implement and not requiring: the implementation of other selective search
components; picking a fixed efficiency level; or human-assessed relevance judgements. An exam-
ination of the effectiveness and robustness of AUReC found it produces scores that are highly-
correlated with the evaluation of end-to-end systems under a variety of configurations. When
compared to a rank biased overlap based baseline that uses an end-to-end selective search sys-
tem with an oracle resource selection method that uses relevance judgements, AUReC performed
equally well and had minimal degradation in results when all reliance on relevance judgements
were removed.

Given a set of shard maps, the ordering of the shard maps determined by AUReC scores
closely resembled the ordering by different end-to-end evaluations, usually with Pearson’s r > 0.9,
positively answering RQ 11. To investigate RQ 12, pairs of shard maps were compared and it was
found that most shard maps that had significant differences under an end-to-end evaluation also
were significantly different when compared with AUReC scores. AUReC scores are calculated
from easy-to-generate, plentiful data points and therefore produce stable results. Thus, AUReC
was able to ascertain significant differences in pairs of shard maps where end-to-end system
evaluations could not due to the scarcity of relevance data.

The robustness of AUReC was tested in several ways to answer RQ 13. First, the end-to-end
system evaluation methodology was altered to explore how well AUReC generalized. End-to-end
system evaluations were conducted with three different resource selection algorithms, and it was
found that AUReC was well-correlated with the results of all three systems. AUReC was also
compared to rank-sensitive metrics NDCG and MAP in addition to Precision and was found to
track all three metrics closely. Correlation was affected when the evaluation depth was decreased,
but the slight drop in Pearson’s r was largely due to the increased variance in the end-to-end
system evaluations.

In addition,Dq was generated with different methods used to investigate how sensitive AUReC
is to changes in the source of information. When Dq was generated with a weaker search engine,
the correlated degraded somewhat but not nearly to the degree of differences in the accuracy
of the search engines. When Dq was generated from different queries, the resulting AUReC
scores remained highly correlated. More queries produced better correlated results, but there
were diminishing returns.

AUReC allows system designers to quickly test a large number of shard maps to tune the
accuracy of a new selective search system, a task which used to be prohibitively expensive. We
present some guidelines on using AUReC. First, to generate Dq, the set of documents that should
be retrieved for query q, the strongest search engine available is preferred. However, an out-of-
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the-box retrieval still produces reliable results. More queries generate more consistent results with
less variance. However, there are diminishing gains after about 800 queries.

AUReC as presented in this chapter used the assumption that selective search needs to return
deep result lists in which the order of the documents do not matter. In cases where this is not true,
AUReC could be extended to support different use-cases. For example, to better tune shard maps
to a rank-sensitive metric, rather than ordering shards by the number of important documents
they contain, one could order shards based on a rank-discounted sum of the scores of the doc-
uments. Or, by considering a smaller Dq, it may be possible to better tune AUReC to shallower
metrics. AUReC is an effectiveness-driven measure. Another interesting exploration would be
to incorporate the evaluation of efficiency into shard map scoring to create a unified metric that
encompasses both areas and allows for a system designer to easily trade off between the two
concerns. We leave these extensions for future work.
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C O N C L U S I O N

This dissertation describes the selective search architecture then identifies and addresses several
outstanding questions on the suitability of its use in large, practical search and text analysis
pipelines. The dissertation provides assurances on: the variance in effectiveness of different se-
lective search instances; selective search performance in combination with dynamic pruning op-
timization techniques; the ability of selective search to serve as a high-recall first-stage retrieval
system through accurate resource selection; and selective search performance related to parallel
query processing, including load balancing. It demonstrates that selective search is an effective
distributed search architecture that greatly reduces the computational cost of search in realistic
production environments. It also provides useful tools for systems administrators to evaluate and
test selective search to encourage wider adoption. This chapter details the findings and the wider
impact of this dissertation, and suggests future research directions.

9.1 summary of findings

Selective search uses non-deterministic processes for shard creation and for sample-based re-
source selection algorithms. This work explores the impact of these random decisions on selective
search effectiveness. Overall, the random decisions did not strongly affect selective search accu-
racy (RQ 1). The results of the system were stable at the top most ranks and still reasonable at
deeper ranks. Most of the variance came from a small number of queries, where relevant docu-
ments were placed into clusters that were not representative of them. In particular, the queries
with the highest variance were typically rare queries, suggesting that query type can influence
the effectiveness of selective search.

Another outstanding issue explored is the possible effects of combining selective search with
dynamic pruning optimization methods such as WAND, which are common in practical systems
(RQ 2). This dissertation shows that selective search and WAND have independent cost savings.
In addition, with good shard selection, selective search and WAND has better-than-additive gains
due to the long, skewed posting lists generated by the clustering process. In experimenting with
different ways of combining WAND and selective search, it was shown that when shards are
searched in sequence and the WAND state is passed on between shards, significant computational
cost savings can be realized (RQ 3). While a strict sequential shard search is likely undesirable for
interactive use-cases, it is practical for offline tasks and it opens the possibility of a tiered shard
search that can realize some of the savings while retaining competitive latency.

New light-weight methods of resource selection were presented, which utilize existing collec-
tion statistics gathered by Block-Max WAND (RQ 4). For single-term queries, these methods are
statistically non-inferior to exhaustive search, an improvement over prior methods. This suggests
that with a good way to combine individual term data, it would be possible to perform resource
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selection using existing statistics. Furthermore, it is possible predict a reasonably sized set of
shards which would exactly reproduce the exhaustive search results to a given depth in the rank.
This creates an avenue for performing exact search with selective search, i.e. a guaranteed exact
reproduction of exhaustive search, a new use-case that is currently unsupported.

This thesis improves the overall accuracy of selective search by introducing a new resource
selection algorithm, learning to rank resources. This supervised method is suitable for quickly
ranking hundreds of resources. The presented method does not require human judged training
data and is able to produce good rankings by using exhaustive search results as a training target
(RQ 6). Experimental results showed that learning to rank resources is able to closely replicate
exhaustive search results in deep, recall-oriented metrics such as MAP@1000, which was not
previously possible in selective search (RQ 5). Finally, in a feature ablation study it was shown
that the learning to rank resources can be run with efficient features while largely maintaining
the accuracy of the full set of slower features. The high accuracy in recall-oriented metrics enables
the use of selective search as a first-stage retrieval in a multi-stage text analysis pipeline.

Kulkarni and Callan [2010a] has shown that selective search is very efficient in an environment
evaluating a single query at a time. In this thesis, we extend this claim to a more realistic fully
parallel processing environment, where multiple queries can be processed by the system in par-
allel (RQ 7). Using a long query stream and large datasets, we evaluate selective search under
load. It was found that in a wide range of hardware configurations, selective search had higher
throughput than a typical distributed search setup.

Selective search can be used with various resource selection algorithms, which affects its per-
formance characteristics (RQ 8). We found that while Rank-S was more accurate, it was also more
computationally expensive than Taily. The higher computational cost of Rank-S can cause load im-
balances in a naive set up, which can be alleviated by replicating the resource selection database
in multiple machines.

We also address concerns of a potential load imbalance in selective search in a multi-machine,
parallel processing environment under load. The shards produced by selective search are topi-
cally focused. Some topics are naturally more popular than others, causing certain shards to be
selected at a higher frequency. This causes hotspots in the machines hosting those shards, which
become more severe as the number of machines are increased. This issue was addressed using
training queries to estimate shard popularity and by assigning the shards to available machines
in a greedy fashion (RQ 9). This method outperforms 10 different random shard partitions. In
addition, experiments with queries a week and a month into the future from the initial shard
allocation suggest that the broad trends of topic popularity are relatively stable and shards do
not need to be reassigned on a frequent basis.

Combining this load balancing method with an efficient resource selection algorithm such
as Taily, selective search displays higher throughput and lower latency than typical distributed
search in the parallel processing environment containing a small number of machines. We also
briefly explored the use of selective search in medium scale environments and found that selective
search maintains its throughput advantage (RQ 10).

Finally, this work presents AUReC, a metric for evaluating the effectiveness of shard maps.
AUReC does not require human judged relevance assessments to calculate and can be calculated
using only the exhaustive retrieval from an out-of-the-box search engine. It is independent of
resource selection algorithms and does not require an end-to-end evaluation of selective search to
calculate, making it efficient. This is especially useful when comparing a large number of shard
maps.
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AUReC is highly correlated with end-to-end selective search system evaluations. Given a set
of shard maps, AUReC produces a relative ordering among them that is consistent with end-to-
end accuracy (RQ 11) and it agrees with end-to-end system evaluations on whether differences
between shard maps are statistically significant (RQ 12).

AUReC is a robust metric (RQ 13); it is highly correlated with the end-to-end accuracy of
selective search using several different resource selection algorithms evaluated with multiple tra-
ditional IR metrics at different depths. AUReC remains highly correlated even when it is calcu-
lated from weaker exhaustive search results and when it is calculated using similar, but different
queries than the end-to-end evaluation queries. AUReC enables the rapid evaluation of different
selective search configurations, allowing system administrators to make the best choices for their
circumstances.

9.2 contributions and wider impact

With the tools and insights developed by this thesis, an organization can deploy a selective search
system with confidence that it will have high efficiency and effectiveness. This both benefits
immediate, practical users of selective search and empowers future research.

Prior work in selective search presented a proof-of-concept of a new architecture and demon-
strated that it works in laboratory settings. It was initially billed as an architecture aimed pri-
marily for small institutions such as research labs and start-ups and was meant to enable these
organizations to work with large, web-scale corpora.

The research insights in this thesis established that selective search is effective in realistic pro-
duction environments of larger scale that use parallel query processing, dynamic optimization
and have large query loads. This thesis also demonstrated, for the first time, that selective search
has high accuracy in recall-oriented metrics. This is a critical feature for modern multi-stage in-
formation retrieval systems that use slower, more complex re-rankers on top of a fast first-stage
retrieval. The newly established accuracy in recall enables selective search to be used as a fast
first-stage retrieval process in modern retrieval pipelines. In short, we now have confidence that
selective search will increase the efficiency of real production systems.

This thesis also provided two useful new tools for prototyping a selective search system. First,
it presented a detailed simulator software package that models different hardware configurations
for selective search with configurable I/O and network costs, and accurately characterizes its effi-
ciency. This tool was used develop an efficient way to allocate shards to machines to prevent load
imbalances. With a few measurements of their current system, the simulator allows an architect to
quickly prototype and evaluate the efficiency of a wide variety of selective search configurations
without the prohibitive cost of building multiple real implementations.

In addition, it presented AUReC, a simple, efficient, and accurate metric for shard maps. AU-
ReC can be calculated from the result list of an exhaustive search retrieval from an out-of-the-box
search engine for a reasonable number of queries with no relevance judgements required. This
can be used to quickly evaluate the effectiveness of a large number of shard maps so that the best
possible way to partition the collection can be found. Together, these critical tools enable system
administrators to compare and evaluate a large variety of configurations of selective search to
find the settings for optimal efficiency and effectiveness without laborious implementation work.

Adoption of selective search may have significant impact on industry and academia alike. This
thesis paved the path for the acceptance of selective search in production environments in in-
dustry. The key advantage of selective search in this setting is its high throughput obtained
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from its low consumption of total computational resources. With more powerful computing re-
sources becoming available to search increasingly larger data collections, electricity consumption
has become a significant cost of large scale search in industry. Selective search, with its low to-
tal computational cost, is an alternative to traditional distributed search with a smaller carbon
footprint.

In academia, adoption of selective search enables organizations with fewer computing resources
such as university research labs to search larger collections. This thesis provided assurances for
high accuracy in recall-oriented metrics. This is especially important for tasks that build on top
of large scale text search such as text mining or question answering. With these assurances, re-
searchers who use information retrieval as a first stage in a longer pipeline can use a selective
search architecture. Selective search empowers research labs with limited resources and gives
them tools to innovate in the big data space that may be difficult to access otherwise.

The contributions of this thesis also have wider impact on future research directions as well.
AUReC, the newly proposed metric for evaluating the effectiveness of shard maps, is not limited
to selective search. It can be used as a criterion for general clustering algorithms, especially if there
is a small subset of objects that are more important than others. Because calculating AUReC is
simple and fast, it can be used as an efficient optimization target, empowering clustering research.

Confidence in selective search as an architecture opens up future research directions that relax
assumptions made in this dissertation for deeper analysis and finer tuning. The core assumption
of selective search, which is that clustering related documents together leads to efficiency gains
with minimal accuracy loss, was shown to hold true thus far and is likely to remain so. However,
much of the work in the dissertation also made an implicit assumption that it is desirable that the
relevant documents for a single should be placed in as few shards as possible. If this assumption
is relaxed and documents relevant to different facets of a query are placed in different shards, it
may be possible to use selective search to enhance or control the amount of diversity in the result
set.

In addition, this dissertation took a component-by-component approach to evaluating and im-
proving selective search. However, some components of selective search are intrinsically tied, such
as resource selection and shard map creation, and may be targets for joint optimization. This is
now feasible due to the fast shard map evaluations enabled by AUReC.

Finally, with the assurance that the underlying core architecture is sound, researchers can ex-
tend selective search in interesting ways to adapt the architecture to specialized domains and
tasks.

9.3 future work

Selective search has been shown to be a robust architecture suitable for a practical, large-scale
environments. This dissertation established that selective search is capable of being the first-stage
retrieval in a more complex pipeline. For wider adoption of selective search, continued concrete
investigation into this setup must be conducted.

While research in this dissertation has been conducted with web data, there are many other dif-
ferent domains and tasks where selective search could be of benefit, and there may be additional
accuracy and effectiveness gains to be had in these areas if the selective search architecture is judi-
ciously adapted. By supporting additional types of data beyond web documents, it increases the
appeal of selective search. This section presents two possible research directions that specializes
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selective search to different types of corpora and purposes: extending selective search to faceted,
hierarchical data; and selective search in large, online data streams.

9.3.1 Selective search in pipelines

Research in this dissertation achieved good performance on recall-oriented metrics for selective
search; showed that it plays well with other dynamic optimization; established that it can be
load-balanced with easy solutions; and showed that the variance of different instances are small.
This opens the avenue for selective search to be used as a fast, first-stage retrieval system in
complex text analysis pipelines, which would positively impact a wide range of use-cases such
as modern multi-stage information retrieval systems, text mining, and question answering. This
possibility warrants more substantive research and a thorough investigation. In addition, by better
understanding the downstream processes using selective search and studying the interaction
between them, we may be able to better tailor selective search for each use-case and increase its
effectiveness.

In order to increase confidence that selective search would be truly effective in a large-scale,
multi-stage pipeline, some questions must be answered. First, the interaction of selective search
with other common search components must be investigated in detail. In efficiency, selective
search should be studied in combination with tiering and replication, which are common strate-
gies for improving efficiency of a large-scale system. Various configurations of these combinations
are possible and discovering the best setting is an open research problem. For example, selective
search could be implemented within a tier, or tiers could be created within topical shards. The
differences in topic popularity of selective search can influence replication strategies; perhaps it
would be easier to predict which shards will need dynamic replication with topically focused
shards rather than randomly distributed shards.

There are components that affect accuracy that must be studied in combination with selective
search as well, such as machine learned re-rankers. While this dissertation showed that selective
search can achieve good recall, the exact interactions between the results from selective search
and downstream re-rankers are still unknown. The documents that selective search retrieve are
usually from a small number of topical shards. The narrower focus of topic in the candidate set
may help or hinder re-rankers.

Finally, after individual component interactions have been examined, it is important to conduct
integration tests, i.e. studying a whole pipeline of multiple components in combination with
selective search, to ensure that secondary interactions between components and selective search
are understood. A careful examination of the interaction of components may open the possibility
of adjusting selective search to create further benefits in the pipeline.

While in general good recall is necessary for multi-stage text analysis pipelines, exactly how
deep the result list must be is application dependent. By studying how much recall is needed,
efficiency gains could be made by dynamically adjusting the level of recall of selective search.
However, currently there is no well-defined way to adjust the level of recall of selective search.
While resource selection parameters can be changed, the relationship between the parameters
and the recall they generate is not well-understood and even small adjustments in parameters
can result in large changes in recall. In addition, selective search also lacks guarantees for its level
of recall; while the overall recall accuracy is good, the recall of the results may vary from query
to query. Providing adjustable knobs for recall up to and including complete recall with varying
levels of guarantees would be advantageous.
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Because selective search is powered by creating shards, some of the filtering effort that would
normally be further downstream in the text pipeline, such as temporal or reading level filtering,
may be easily shifted to the initial retrieval stage by adjusting the features used to create the
selective search shards. The different types of tasks may also benefit from different organization of
shards, e.g. from documents clustered by popularity, time, vocabulary difficulty etc. Determining
what similarity features best benefit which tasks is an open problem.

Similar adjustments can also be made to the resource selection and result merging stage of
selective search to better fit the needs of a downstream process. For example, to increase diversity
in the results, resource selection could be modified to select topically diverse set of shards and in
the merging step preferentially show documents from many different shards rather than focusing
on documents from a single shard.

9.3.2 Selective search in hierarchical corpora

Extant selective search research has dealt with web documents and assumed a single bag-of-words
representation. This is a major conceptual limitation that prevents selective search from benefiting
from richer, structured data commonly present in applications such as news, product search in
e-commerce, medical search, and legal search. In these domains, documents are often organized
in hierarchies and have well-defined attribute labels in addition to free text descriptions. For
example, an iPhone is categorized under Cell phones, which is under Electronics. Selective search
may then be modified to be aware of the multi-leveled nature of the hierarchy in various processes.
Extending selective search to take advantage of the additional information allows us to apply the
efficiency benefits of selective search to these new data sources.

Rather than using a clustering algorithm such as K-means to create topical clusters, selective
search can leverage the hierarchical organization to create shards; each leaf-level node in the
hierarchy becomes a shard, with shards retaining the parent-child relationship from the hierarchy.
If the dataset has very fine-grained categories, interesting research questions arise on the level
of granularity to create the shards, because very small shards can cause a significant search
overhead.

Resource selection in a hierarchical setting requires specialization. Rather than ranking shards,
a resource selection algorithm for hierarchical selective search must generate candidate hierarchy
branches to search. In addition to determining which and how many different branches to search,
hierarchical resource selection also needs to consider the granularity of search. For example, if
the query is broad, coarser grained categories may be searched than if a query is very specific, in
which case finer grained categories may be chosen. Interesting research questions remain in what
level of hierarchy should be selected for a particular query; whether the entire branch should be
searched or a select few sub-branches should be searched; and the effect of these policies on the
efficiency and accuracy of the system. Conversely, it may be that efficiency constraints drive these
decisions as well. When merging the results from the shard search, the categorical hierarchy of
the shards may inform strategies such as diversification; e.g. distance in the hierarchy could be
used as a similarity metric.

In addition, selective search does not need to be limited to one particular shard map for a
dataset. At the cost of some disk space, which is typically cheap, clustering on different attributes
of structured data can lead to creating multiple different ways of partitioning or views of the data
which may be advantageous for different types of queries. Queries can then be routed to a specific
view of the corpus or multiple views may be used for a query and the results combined. For
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example, one view of product corpora could cluster on price in addition to product hierarchies.
This price-based view of the corpus could help eliminate problems such as iPhone search results
being flooded with cheap iPhone accessories. Determining how many views to create and which
view to use for a given query are open problems.

9.3.3 Selective search in streaming datasets

While viewing corpora as static is convenient, there are an increasing number of important data
sources that are temporally-oriented and rapidly updated, e.g. Twitter. These data sources are
often high volume so search efficiency in this space is much needed and would enable systems to
hold and search more data, efficiently; i.e. this domain is potentially a good match for selective
search. There are many challenges in adapting selective search to online data because of the
characteristics of the data and because user search behavior in Twitter differ significantly from
web search [Teevan et al. 2011]. Users search Twitter for temporally relevant information and to
monitor changes. In other words, the data that the users are most interested in are in a stage of
constant flux.

Selective search must be modified to be able to organize constant updates into shards. Stream-
ing clustering algorithms [Ailon et al. 2009] can be used for this purpose. However, there are still
interesting research problems surrounding the issue. One such problem is determining policies
on how long to keep the data. Simple policies may just use a strict time cut-off (i.e. only keep
data from the past n months), one can imagine using quality as a component in the decision to
keep or discard a tweet. For example, documents that have been highly ranked in many queries
may be kept longer than documents were never relevant to any queries. Sudden bursts in a topic
due current events may also pose challenges. This may cause a topic shard to become size-skewed
which is undesirable for efficiency reasons and may warrant splitting the topic into further shards.
Conversely, there may be times when shards with less incoming documents should be merged.
Finally, as the shards are being updated, the resource selection database must be updated as well;
policies on how frequently this must occur are an open question and would represent a trade-off
in accuracy and efficiency.

Online corpora often have a strong temporal component that is critical for accurate search
[Teevan et al. 2011] and selective search must be modified to be aware of this attribute throughout
its process. During clustering, the time stamp of the data should inform the similarity metric so
that items from similar times are more likely to be clustered together. During resource selection,
careful attention should be paid to the temporal component of the shards as relevant documents
may occur around the same time period. Finally, during result merging the final ranking of the
documents should take their time stamps into account.

Finally, in online data sets, using predetermined shard assignments to machines may not a
practical method of load balancing because the sizes of the shards may change as current events
influence the volume of documents in different topics in recent time periods; e.g. sports generate
a lot more volume during the Olympics. An online search system must be able to respond to
rapidly changing data and queries. To achieve this, selective search must be able to load balance
on-the-fly. It must be able to detect sudden increases in load on a particular topic and alleviate
the load through methods such as dynamic replication of the hot shard.
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